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Abstract. The aesthetic experience digitalisation influences the capacity of artistry and creativity of the artwork and the quality of participation in arts. Due to cultural differences between post-communist and non-communist countries’ citizens in perception qualities, this research aims to evaluate the influence of the participation form (in-real or digital) in the aesthetic situation by the receivers from post-communist and non-communist societies on artistry and creativity potential in the context of cultural and social sustainability. The quality of participation in five arts types (musical, performing, literary, audio-visual, visual) was evaluated using the same ten criteria. Qualitative data analysis based on an international sample from 38 countries (n = 221) concludes that the participation form in arts determines participation quality level in the aesthetic situation by post-communist and non-communist countries’ receivers differently. There are significant cultural determinants among post-communist and non-communist countries’ citizens between participation in particular arts and between particular forms of participation in particular types of arts. The reasons for these differences cannot be drawn from this research; however, future comparative qualitative research directions are set. The research results, in the context of the political system transformation theory as one of the sustainable development features, should gain the interest of: 1) Art creators looking for the optimal and sustainable way of distributing artworks among receivers from post-communist and non-communist countries; 2) Art managers and marketers for deeper understanding of post-communist and non-communist art receivers’ perspectives and their preferences about participation in arts in-real or digitally towards sustainable development; 3) Art receivers to compare their opinion about the ways of sustainable participation in arts with the preferences of art receivers from post-communist and non-communist countries
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1. Introduction

As a broad global public discourse policy concept, sustainability concentrates on environmental, economic, and social dimensions. Undoubtedly, arts belong to the social pillar; however, due to the attraction of the majority of global citizens, it generates an essential input to the economy and, on this basis, influence the environment as well. Moreover, differences between communist (or freshly post-communist) economies and free-of-communism economies confirm the arts’ impact on social capital and, consequently, on the environment. Based on the above, digitalisation of the aesthetic situation plays a role in sustainable developments - its importance needs to be still investigated (Jovanovic et al., 2019; Modliński & Pinto, 2020; Mondejar et al., 2021; Sacco et al., 2021).

For centuries, the content of human activities has been relatively fixed, although their forms change endlessly – in-real activities are transferred to digital forms or changed by them. Because the form of participation affects participation content and accordingly switches contributions and outcomes (Karayilanoğlu & Arabacioğlu, 2020), we cannot forget that culture diversifies them even more (Hofstede, 2011; Vollero et al., 2020). Furthermore, digitalisation progressively changes the culture in its wholeness: along with technological advancement comes a transformation of social contacts, aesthetic experiences and forms of expression (Kröner et al., 2021). In constantly-evolved circumstances, also management requires new approaches and new tools.

The COVID-19 pandemic touched all processes and sped up digital participation in numerous areas, including the arts (Lei & Tan, 2021). Considering the participation in arts from the aesthetic situation perspective, the exploration should be undertaken from two sides: the creators’ and the receivers’ (Gółaszewska, 1984; Szostak, 2020, 2021a; Szostak & Sulkowski, 2020a). Therefore, the spine of this investigation is a function of the combination of “aesthetic situation” and “digital technologies” to get information about the change of creativity and artistry potential. The primary research problem is analysing the impact of “digital technologies” on particular “aesthetic situation” components in optics of creativity and artistry loss or gain, adding the lens of cultural dimensions. Therefore, the central investigation on this issue must be separated into two levels: 1) creator-artwork (creative process) and 2) artwork-receiver (receiving process). This article emphasises the artwork-receiver stage, and its goals are: 1) assessment of the influence of digital technologies on the perception of each type of art by the communist and non-communist countries’ citizens; 2) assessment of the scale of the influence of digital technologies on the perception of each type of arts by the communist and non-communist countries’ citizens; 3) assessment of the scale of creativity and artistry loss or gain because of the use of digital technologies in each type of art seen by the communist and non-communist countries’ citizens. Therefore, based on cultural differences, the following research hypothesis was created to achieve these goals: The form of participation (in-real or digital) in arts shapes participation quality in the aesthetic situation by the communist and non-communist countries’ arts receivers differently. Therefore, the following research questions were set to verify this hypothesis: RQ1) How do the communist and non-communist countries’ arts receivers perceive the quality of participation in particular types of arts regarding the form of participation (in-real or digitally)? RQ2) What are the differences among the communist and non-communist countries’ arts receivers between particular forms of participation in particular types of arts? RQ3) What are the differences among the communist and non-communist countries’ arts receivers between participation in particular types of arts regarding the form of participation? This research does not intend to explain differences in assessing the quality of the aesthetic situation, which can be described only after comparative qualitative research. However, this investigation’s results can be a central basis of indicators for forming the model for this kind of roots research.
2. Literature review

Being a framework for cross-cultural communication, Hofstede’s cultural dimensions theory indicates the impact of a society’s culture on its members’ values and how these values relate to members’ behaviour (Hofstede, 2011). Following this theory, communist and post-communist societies equipped with different values structures should assess participation in arts differently compared to societies without communist history; this statement is based on the research about cultural differences in perception of creative identities like artists, creators, managers, leaders and entrepreneurs (Szostak, 2021b, 2021c). We cannot forget that the communism burden had (or still has) been having diverse shapes and powers; also, the length of the influence plays a vital role: the Chinese society will be differently influenced by its version of communism compared to Polish or Czech ones after 30+ years of freedom (Bartlová, 2019; Koziel, 2019; Tan, 2012). The annals of art history are full of theories created by communist or fascist dictators who used culture as an essential factor in their domination over society (Gupta, 2010; Rasmussen, 2021). However, when the Iron Curtain fell in Europe in the 1990s, post-communist countries started a new era of changes in the world of art. After the Cold War ended, profound political, social, economic, and cultural transformations in the former Eastern Bloc – forces started back to the balance (Kaljula, 2015). These political and economic changes may be performed spontaneously, focused on current trends and needs of receivers or considering long-term sustainability of systems, environment and culture. In this context, digitalisation is perceived as a process in line with sustainable goals and standards (Jovanovic et al., 2019; Mondejar et al., 2021; Sacco et al., 2021); however, it is evident to art receivers and creators that not all arts are equally capable of being created, performed, and received in a digitalised way (Schiuma, 2017; Zorita-Aguirre, 2020). For some groups of the society, digitalisation creates new positive dimensions but also, at the same time, barriers or exclusion (Fancourt et al., 2020; Kuc-Czarnecka, 2020; Rivas-Carmona, 2020).

Art in human existence has been present since the earliest times, and through the centuries, the roles of arts and creativity have changed, mixed, and evolved. Although aesthetics as a separate discipline has split off relatively late, it was present from the beginning of abstract thought within philosophical discourses (Gołaszewska, 1984; Szostak & Sulkowski, 2020a; Tatarkiewicz, 2015). Art is a way of transferring the artist’s will into the artwork to affect the receivers, and the artist’s role is to communicate inner states; artists express their states of mind allowing recipients to achieve particular states (Szostak & Sulkowski, 2020a). From the aesthetic situation point of view, the creator generates his artwork reflecting the natural world and the world of universal values, and the creator departs this ready-made result (artwork) for the receiver. The receiver selects the way of participation in the receiving process fitting to particular conditions. On the other side, the unadjusted-to-the-circumstances choice of the perception form determines the content of the receiving process. More-experienced receivers may be supplementary fluent in using a less efficient form of participation without the quality of the content. Opposing, even the most efficient participation form may not be sufficient to distribute the entire content to the less-experienced receiver (Golaszewska, 1984; Szostak, 2020).

From the aesthetic point of view, the most noticeable sign of creativity is the artwork itself; in the creator’s personality, the fundamental processes making up the phenomenon of creativity happen. The work of art is a carrier of creativity and artistry (Szostak, 2020); simultaneously, the level of creativity and artistry (including universal values) located in the artwork varies on the art receiver’s attitude and the form of participation in arts (Szostak, 2021a). The activity of artistic creation is shaped by specified factors like personality conditions, social conditions, and a wealth of experience. However, a straightforward creative attitude is insufficient to start the creative process. Creativity itself is also necessary. The motifs of creative activity may be divided into assigned – straightforwardly affecting the shaping of the work realised with the participation of creative work and unassigned – marked in work indirectly, possible to implement using additional actions and to trigger creative forces: economic thoughts, social coercion, accordance with stereotypes (Szostak, 2020, 2021a).
Participation in arts requires senses (Ekmekçi et al., 2014; Sosnowska, 2015); that is why non-communist and communist countries’ citizens use their senses differently (Doğan et al., 2019). However, despite arts’ digitalisation being regulated by the technical possibilities to transmit the analogue senses’ experience into virtual dimensions (Mao & Jiang, 2021), it is justified that digital participation in arts plays the role of ‘digital mediation’. This concept locates the role of digital technology in a proper position, i.e., in ‘between’ the artwork and the receiver (Jarrier & Bourgeon-Renault, 2019). Furthermore, senses allow for physical, emotional (Buravenkova et al., 2018), intellectual, and spiritual (Rivas-Carmona, 2020; J. C. Wu, 2020) participation in art. Examination of the receiving process on all levels in the context of cultural differences exposes the investigated problem’s complexity level.

Advanced IT tools, digitalisation, social media, and constantly-developing business skills forced arts to take a sharp turn (Handa, 2020). In the digital age, performative arts have especially undergone a radical shift since ephemeral performance may be stopped, replayed and repeated (Dunne-Howrie, 2020). Even though the escalation of digitalisation use in arts has been faster, more comprehensive, and more intense year by year, the COVID-19 pandemic added additional stimuli to this process like lockdowns and social distancing (Lei & Tan, 2021; Raimo et al., 2021; Szostak & Sulkowski, 2021a). Parallely, aside from the digital transformation of the participation in arts, there are complementary trends among artists like their shift in the direction of entrepreneurship (Szostak & Sulkowski, 2021a) or new problems with artists’ auto-identification (Szostak & Sulkowski, 2021b, 2021c). That is why digitalisation may be seen as a revolution or evolution. Digital technologies allow redesigning the environment and historical attempts to numerous issues. Therefore, it can be said that today’s culture is ordered by digitalisation (Roberge & Chantepie, 2017). Because the digital transformation affects and is shaped by specific cultures differently, it also amplifies spirituality from its real context in the socio-cultural interpretation of the natural world to current digitally-mediated settings (Sosnowska, 2015). Mediatisation of cultural practices has been changing the processes of cultural memory construction, and online interaction skills have become the basis of education to equalise tradition and modernisation (Arkhangelsky & Novikova, 2021). The goal of using the Internet as a participating platform engaging the public in creating artwork is to showcase the relationship between the shared imagination and the specific artistic sensibilities of its participants (Literat, 2012).

Digitalisation, broadening horizons for art receivers, unlocks other concerns simultaneously. First, the mass receivers’ attitude decreases the artwork’s artistic quality. Second, the digitalisation of arts develops the serving role of arts to make them more understandable and customer-friendly (Pöppel et al., 2018; Szostak, 2021a). Third, digital exclusion – significant in communist countries – limits participation in the receiving process (Hracs, 2015; Rikou & Chaviara, 2016). Still, a vital question is the relationship between value and quality, which is used to measure and compare various objects encountered (Fortuna & Modliński, 2021). E.g., considering musical arts, during the reception of a concert in in-real form, the receiver meets the artwork in its desired-by-artist appearance: no volume adjustments, no pauses. On the contrary, the digital form of participation in musical arts allows for these adjustments and – if made arbitrarily – the artwork affects the receiver differently from the creator’s desire. In performing arts perceived in-real, a receiver is also a form of a hostage of the artwork; he must keep the regimes of the artwork (its length, volume, visibility). Among all arts, performing arts are probably the most shaped by digitalisation (Dube & İnce, 2019). Finally, the concept of self-historicisation, merging with the contemporary artistic language of performance, supports the artists’ recognition in the international art context; a long period of communism shaping the culture of participation in art plays a vital role here (Proksch-Weilguni, 2019).

Audio-visual arts are tightly fixed to the digital form of participation. However, receivers of audio-visual artwork, in-real or digitally, can imagine meaningful dissimilarities between these forms. E.g., the receiver cannot pause or modify the volume of a movie at the cinema; at home, it is entirely possible. Furthermore, at the cinema, the receiver is influenced by the audience’s feedback; at home, he is isolated. Additionally, the use of visual image
technology in art also permits the growth of digital media art (Mao & Jiang, 2021) and, accordingly, a never-ending cycle of mutual inspiration. The form of the receiving process of visual arts profoundly affects the shape of the receiving process: a painting is determined by its content and form (e.g. size), environment, emotions shaped by these issues and linked to the receiver’s approach towards the artwork. Based on that, digital collaboration in art, digital marketing and digital performance can differentiate and include audiences as authentic arts co-producers (Fortuna & Modliński, 2021). It seems interesting to examine how art receivers of different cultures (post-communist and non-communist) perceive artworks created in this process because the effectiveness and sustainability of the aesthetic situation digitisation are not apparent (Nawa & Sirayi, 2014; Rusinko, 2020).

From the management point of view, organisations can gain from aesthetics on many levels: 1) utilising artistic interventions for individual and group creativity development or problem-solving (Schnugg, 2019; Skoldberg Johansson et al., 2015); 2) interpreting arts into executive action using the effectiveness of art forms (Pöppel et al., 2018); 3) utilising abstract concepts of aesthetics into management theory and practice (Szostak, 2021a; Szostak & Sułkowski, 2020a, 2020b). Based on this, management – perceived as achieving goals efficiently – is about selecting and regulating the optimal type of participation in each type of art, considering the acceptable grade of creativity and artistry loss or gain for art creators and receivers. Furthermore, art creators work differently in the digital environment needing assistance from co-workers, contractors, and managers, playing a significant role in connecting, harmonising and curating projects and processes (Hracs, 2015). Also, marketers attempting to adjust to constant changes in the market may gain from this research. Cultural differences determine all these optics, and the communism factor plays an important role here.

It is worth asking what may be the reasons for differences between communist and post-communist citizens compared to non-communist citizens in the assessment of the receiving process of arts. The first trace may lead to political system transformation theory focusing on time perspective for changes in culture and identity of society; more extended period and power of communist burden, more significant changes and a more extended period of forgetting about the past and achieving free perspective of non-communist societies (Pavlica & Thorpe, 1998; Szostak, 2021b, 2021c). These results were observed by researchers of many European post-communist countries like the Czech Republic (Hornat, 2019), Estonia, Latvia, Lithuania (Kreuzer & Pettai, 2003), Slovakia (Mikloš, 2021), and currently communist countries like China (Xue et al., 2021). There are three transformation strategies of countries from communism: 1) gradualist, 2) radical, and 3) spontaneous (Mikloš, 2021), and each of them determines the cultural results differently. In addition, education system quality and governments’ priorities are crucial (Birch, 2003; Golob & Makarovič, 2017; Hornat, 2019). In this context, the sustainability issue in this transformation is crucial for all three pillars of sustainable development; each of the mentioned strategies has different consequences on economics, the environment and societies (Mikloš, 2021).

3. Methods and materials

Research in reviewing literature focused on a qualitative choice of the content of Google Scholar, Mendeley, EBSCO, JSTOR, and Scopus databases, especially from the last five years (2018-2022) and data using NVivo Pro software was undertaken. The methodological approach to the literature review was based on an interdisciplinary approach blending aesthetic theory, cultural and reception studies, sustainable development, information visualisation, human-computer interaction, arts and management. For the purpose of this research, arts were divided into five separate categories: 1) musical arts (instrumental and vocal concert and performance, oratorio), 2) performing arts (ballet, dance, mime, opera, performance, theatre), 3) literary arts (drama, fiction, non-fiction, prose, poetry), 4) audio-visual arts (clip, movie, video game) and 4) visual arts (architecture, ceramics, comics, design, drawing, fashion, painting, photography, sculpture). After the literature review, ten aspects were set for the participation quality in each type of art assessment: 1) satisfaction from the participation (Guo et al., 2020; Quattrini et al., 2020; Zollo et al., 2021), 2) participation pleasure (Dunne-Howrie, 2020), 3) participation engagement (Dube & Ince, 2019; Quattrini et al., 2020; Y. Wu et al., 2017), 4) catharsis-experiencing possibility
(Craig et al., 2020; Lee, 2011), 5) contact with the artwork itself (Habelsberger & Bhansing, 2021), 6) contact with the performer itself (Y. Wu et al., 2017), 7) participation comfort (Guidry, 2014), 8) shaping-the-aesthetical-experience possibilities (Jackson, 2017; Park & Lim, 2015), 9) own motivation to participate (Hobbs & Tuzel, 2017; Pianzola et al., 2021), 10) participation easiness (Dunne-Howrie, 2020; Fancourt et al., 2020).

In the second step, a quantitative investigation was made to estimate culturally-differentiated receivers' participation quality in each type of art analysed based on the ten criteria described above. Furthermore, this step aimed to conclude the results about possibly different artistic activities being comprehensible simultaneously. IBM SPSS and MS Excel software executed data analysis; however, complex statistics were not conducted due to the small sample size (n = 221). Therefore, this article exhibits a limited number of conclusions from the entire investigation. The quantitative investigation was held between May and December 2021, applying digital tools by SURVIO company. The survey, arranged in English, was disseminated by social media, direct requests and official announcements. It contained 71 questions and was divided into six parts. The first five parts regarded each type of art. All questions were closed-type; respondents could select prepared answers only. While assessing the level of quality of a factor, the respondents used a 5-step Likert scale: very low (1), rather low (2), neutral (3), rather high (4), and very high (5). The sixth part of the survey permitted categorising the respondents regarding age, gender, nationality (the respondents were divided into communist and post-communist countries and no communist burden countries based on nationality) and education level. 28.4% out of 777 visits concluded in 221 responses. The oldest participant was born in 1931 (90 y.o.) and the youngest in 2005 (16 y.o.). The majority of respondents (60.1%) graduated bachelor's, master's, or engineer studies; 28.2% had a doctorate, habilitation, or professorship; 9.4% graduated from a technical college or high school, and 2.3% from primary school or junior high school. Respondents (55.2% men and 44.8% women) came from 38 countries: 37.2% from Poland, 11.2% from the USA, 7.4% from Ukraine, 7.4% from Finland, 3.7% from Germany, 3.7% from India, 2.7% from Turkey, 2.7% from the UK. This paper describes only a fraction of the research results.

4. Findings

86.2% of all respondents, i.e. 82.5% of communist countries’ citizens and 90.6% of non-communist countries’ citizens, participate in cultural life (music, theatre, literature, painting, sculpture, video game, architecture, fashion) in opposition to 13.8% of all respondents (17.5% of communist countries’ citizens and 9.4% of non-communist countries’ citizens) who do not do it at all. This information allows the prediction of higher demand for arts participation by communist and post-communist citizens in the context of the transfer of the political
system towards non-communist solutions; this transfer should be performed in a possibly sustainable way. See: Figure 1. Communist countries’ citizens participate in cultural life by selecting musical arts in 68.2%, performing arts in 70.6%, literary arts in 45.9%, audio-visual arts in 52.9% and visual arts in 41.2%. Communist countries’ citizens participate in cultural life by choosing musical arts in 74.0%, performing arts in 68.8%, literary arts in 50.6%, audio-visual arts in 63.6% and visual arts in 51.9%. See: Figure 2. It can be said that more non-communist countries’ citizens participate in arts than communist and post-communist countries’ citizens (in descending order): 26.2% more in visual arts, 20.2% more in literary arts, 10.4% in audio-visual arts, 8.5% more in musical arts. Only performing arts are 2.5% more often participated by communist and post-communist countries’ citizens than non-communist countries’ citizens. See: Figure 3. These results indicate the detailed arts where a sustainable transfer of values and solutions should be focused and performed.

Figure 2. Participation in each type of art by communist and non-communist countries’ citizens.

Source: own elaboration.
4.1. Regarding the type of arts

Figure 3. Differences between communist and non-communist countries’ citizens in participation in each type of arts.

Source: own elaboration.

Figure 4. Participation in particular arts regarding arts types (classical only, both classical and popular, popular only) by communist and non-communist countries’ citizens.

Source: own elaboration.
The vast majority of all types of arts receivers are involved both in classical and popular forms of arts: 77.6% of communist countries’ citizens and 50.9% of non-communist countries’ citizens in musical arts, 78.0% of communist countries’ citizens and 58.3% of non-communist countries’ citizens in performing arts, 71.1% of communist countries’ citizens and 66.7% of non-communist countries’ citizens in literary arts, 71.1% of communist countries’ citizens and 78.3% of non-communist countries’ citizens in audio-visual arts, and 79.4% of communist countries’ citizens and 62.9% of non-communist countries’ citizens in visual arts. However, only the classical form is attended by: 12.1% of communist countries’ citizens and 41.5% of non-communist countries’ citizens in musical arts, 15.3% of communist countries’ citizens and 27.1% of non-communist countries’ citizens in performing arts, 18.4% of communist and 25.0% of non-communist countries’ citizens in case of literary arts, 6.7% of communist countries’ citizens and 4.3% of non-communist countries’ citizens in case audio-visual arts, and 8.8% of communist countries’ citizens and 22.9% of non-communist countries’ citizens in case of visual arts. On the other hand, only the popular form of arts is attended by: 10.3% of communist countries’ citizens and 7.5% of non-communist countries’ citizens in case of musical arts, 6.8% of communist countries’ citizens and 14.6% of non-communist countries’ citizens in case of performing arts, 10.5% of communist and 8.3% of non-communist in case of literary arts, 22.2% of communist countries’ citizens and 17.4% of non-communist countries’ citizens in case audio-visual arts, and 11.8% of communist countries’ citizens and 14.3% of non-communist countries’ citizens in case of visual arts. See: Figure 4 and Figure 5.
The research exposes the following variances between citizens of communist and non-communist countries in the form of participation in each type of art. Musical arts receivers assess the quality of the whole aesthetic situation concerning the form of participation in the following distribution: in-real – 4.04 by communist countries’ citizens and 4.17 by non-communist countries’ citizens (difference 3.1%), digitally – 3.33 by communist and 3.23 by non-communist countries’ citizens (difference 2.8%). Performing arts receivers assess the quality of the whole aesthetic situation as follows: in-real – 3.96 by communist countries’ citizens and 4.02 by non-communist (difference 1.4%), digitally – 3.02 by communist countries’ citizens and 3.12 by non-communist (difference 3.1%). Literary arts receivers assess the quality of the whole aesthetic situation as follows: in-real – 3.96 by communist countries’ citizens and 4.00 by non-communist (difference 1.2%), digitally – 3.31 by communist countries’ citizens and 3.69 by non-communist (difference 11.5%). Audio-visual arts receivers assess the quality of the whole aesthetic situation: in-real – 3.62 by communist and 3.60 by non-communist countries’ citizens (difference 0.7%), digitally – 3.96 by communist countries’ citizens and 3.89 by non-communist (difference 1.8%). Finally, visual arts receivers assess the quality of the whole aesthetic situation: in-real – 4.09 by communist and 3.99 by non-communist countries’ citizens (difference 2.4%), digitally – 3.28 by communist countries’ citizens and 3.43 by non-communist (difference 4.4%). See: Figure 6 and Figure 7. These results can be used as a map of differences that will be diminished by countries with the communist burden on their way toward the free market. The concern of sustainable transformation in these areas can benefit from using this information.

<table>
<thead>
<tr>
<th>Type of Arts</th>
<th>Communist in Real</th>
<th>Communist digitally</th>
<th>Non-Communist in Real</th>
<th>Non-Communist digitally</th>
</tr>
</thead>
<tbody>
<tr>
<td>Musical arts</td>
<td>4.04</td>
<td>3.33</td>
<td>3.23</td>
<td>3.12</td>
</tr>
<tr>
<td>Performing arts</td>
<td>3.96</td>
<td>3.02</td>
<td>3.12</td>
<td>3.12</td>
</tr>
<tr>
<td>Literary arts</td>
<td>4.00</td>
<td>3.31</td>
<td>3.69</td>
<td>3.60</td>
</tr>
<tr>
<td>Audio-visual arts</td>
<td>3.96</td>
<td>3.62</td>
<td>3.89</td>
<td>3.43</td>
</tr>
<tr>
<td>Visual arts</td>
<td>4.09</td>
<td>3.28</td>
<td>3.43</td>
<td>3.43</td>
</tr>
</tbody>
</table>

*Figure 6. Assessment of the whole aesthetic situation quality regarding the form of participation in the receiving process of a particular type of arts between citizens of communist and non-communist countries.*

*Source: own elaboration.*
According to communist countries’ citizens, musical arts comparing digital to in-real participation lose 17.7% of the receiving process quality and 22.4% according to non-communist countries’ citizens. Performing arts lose accordingly 23.8% to the communist and 22.5% to non-communist countries’ citizens. Literary arts lose 16.5% to the communist and 8.0% to non-communist countries’ citizens. Audio-visual arts, comparing digital to in-real participation, gain 9.3% to the communist countries’ citizens and 8.1% to the non-communist. Visual arts lose 19.7% to the communist countries’ citizens and 14.1% to the non-communist. See: Figure 8.

Figure 7. Differences between communist and non-communist countries’ citizens in assessing the whole aesthetic situation quality regarding the in-real and digital form of participation in the receiving process of a particular type of art.

Source: own elaboration.

Figure 8. Differences between communist and non-communist countries’ citizens’ assessment of the receiving process regarding the whole aesthetic situation quality of a particular type of art considering the form of participation (in-real or digital).

Source: own elaboration.
4.2. Regarding qualities of the aesthetic situation

After analysing general variances between the forms of participation in each type of art by the communist and non-communist countries’ citizens, it is worth verifying how particular components of the aesthetic situation behave regarding the type of participation in each type of art concerning the cultural roots of arts receiver. Understanding these differences can be essential in planning and performing sustainable development on many levels – primarily cultural and artistic.

4.2.1. Satisfaction

Musical arts receivers from the communist and non-communist countries assess their satisfaction concerning the form of participation in the receiving process in the following distribution: in-real – 4.33 by communist countries’ citizens and 4.44 by non-communist countries’ citizens, digitally – 3.20 by communist countries’ citizens and 3.24 by non-communist. Performing arts receivers assess their satisfaction as follows: in-real – 4.25 by communist countries’ citizens and 4.08 by non-communist, digitally – 2.89 by communist countries’ citizens and 3.09 by non-communist. Literary arts receivers assess their satisfaction as follows: in-real – 4.11 by communist countries’ citizens and 4.06 by non-communist, digitally – 3.11 by communist countries’ citizens and 3.63 by non-communist. Audio-visual arts receivers assess their satisfaction: in-real – 3.84 by communist countries’ citizens and 3.62 by non-communist, digitally – 4.02 by communist countries’ citizens and 3.91 by non-communist. Finally, visual arts receivers assess their satisfaction: in-real – 4.24 by communist countries’ citizens and 4.08 by non-communist, digitally – 3.28 by communist and 3.51 by non-communist countries’ citizens. See: Figure 9.

![Figure 9. Assessment of communist and non-communist countries’ citizens’ satisfaction flowing from a particular type of art concerning the form of participation in the receiving process.](source: own elaboration.)
Regarding the variances between the communist and non-communist countries’ citizens in assessing their satisfaction regarding the form of participation in the receiving process of a particular type of art, the results are the following. First, non-communist countries’ citizens assessed their satisfaction flowing from in-real participation in musical arts as 2.6% higher than communist; however, digital participation in musical arts is 1.3% more satisfactory by non-communist to communist countries’ citizens. Second, non-communist countries’ citizens assessed in-real participation in performing arts as 4.2% less satisfactory to communist countries’ citizens; however, digital participation in performing arts is seen as 6.8% more satisfactory by non-communist than communist countries’ citizens. Third, non-communist countries’ citizens assess in-real participation in literary arts as 1.2% less satisfactory than communist countries’ citizens; digital participation in literary arts is seen as 16.6% more satisfactory by non-communist than communist countries’ citizens. Fourth, non-communist countries’ citizens assessed in-real participation in audio-visual arts as 5.7% less satisfactory than communist countries’ citizens; however, digital participation in audio-visual arts is seen as 2.9% less satisfactory by non-communist than communist countries’ citizens. Finally, non-communist countries’ citizens assessed in-real participation in visual arts as 3.7% less satisfactory than communist countries’ citizens; digital participation in visual arts is seen as 7.1% more satisfactory by non-communist to communist countries’ citizens. See: Figure 10.

We can see the following variances between the form of participation in the receiving process by the communist and the non-communist countries’ citizens regarding their satisfaction flowing from a particular type of art. First, the communist countries’ citizens assess digital participation in musical arts as 26.1% less satisfactory than in-real; for non-communist countries’ citizens, this difference is slightly higher, i.e. 27.0%. Second, the communist countries’ citizens assess digital participation in performing arts as 32.0% less satisfactory than in-real; this difference is 24.2% for non-communist countries’ citizens. Third, the communist countries’ citizens assess digital participation in literary arts as 24.3% less satisfactory than in-real; this difference is 10.7% for non-communist countries’ citizens. Fourth, the communist countries’ citizens assess digital participation in audio-visual arts as 4.8% more satisfactory than in-real; this difference is 7.9% for non-communist countries’ citizens. Finally, the communist countries’ citizens assess digital participation in visual arts as 22.5% less satisfactory than in-real; this difference is 13.9% for non-communist countries’ citizens. See: Figure 11.
Figure 11. Differences between the form of participation in the receiving process by communist and non-communist countries’ citizens’ regarding their satisfaction flowing from a particular type of art.

Source: own elaboration.

4.2.2. Pleasure

Musical arts receivers from the communist and the non-communist countries assess their pleasure concerning the form of participation in the receiving process in the following distribution: in-real – 4.38 by the communist countries’ citizens and 4.44 by the non-communist countries’ citizens, digitally – 3.35 by communist countries’ citizens and 3.27 by non-communist. Performing arts receivers assess their pleasure as follows: in-real – 4.38 by communist countries’ citizens and 4.35 by non-communist, digitally – 3.18 by communist countries’ citizens and 3.05 by non-communist. Literary arts receivers assess their pleasure as follows: in-real – 4.21 by communist countries’ citizens and 4.19 by non-communist, digitally – 3.42 by communist countries’ citizens and 3.63 by non-communist. Audio-visual arts receivers assess their pleasure as follows: in-real – 3.81 by communist countries’ citizens and 3.85 by non-communist, digitally – 3.93 by communist countries’ citizens and 3.91 by non-communist. Finally, visual arts receivers assess their pleasure as follows: in-real – 4.26 by communist countries’ citizens and 4.13 by non-communist, digitally – 3.31 by communist countries’ citizens and 3.51 by non-communist. See: Figure 12.
Figure 12. Assessment of communist and non-communist countries’ citizens’ pleasure flowing from a particular type of art concerning the form of participation in the receiving process.

Source: own elaboration.

Speaking about the variances between communist and non-communist countries’ citizens in assessing their pleasure regarding the form of participation in the receiving process of a particular type of art, the results are the following. First, non-communist countries’ citizens assessed their pleasure flowing from in-real participation in musical arts as 1.4% higher than communist countries’ citizens; digital participation in musical arts is seen as 2.3% less pleasing for non-communist countries’ citizens than communist. Second, non-communist countries’ citizens assessed in-real participation in performing arts as 0.7% less pleasing to communist countries’ citizens; however, digital participation in performing arts is seen as 4.2% less pleasing for non-communist countries’ citizens than communist. Third, non-communist countries’ citizens assess in-real participation in literary arts as 0.4% less pleasing than communist countries’ citizens; digital participation in literary arts is seen as 6.0% more pleasing for non-communist countries’ citizens than communist. Fourth, non-communist countries’ citizens assessed in-real participation in audio-visual arts as 1.0% more pleasing than communist countries’ citizens; however, digital participation in audio-visual arts is seen as 0.5% less pleasing for non-communist countries’ citizens than communist. Finally, non-communist countries’ citizens assessed in-real participation in visual arts as 3.0% less pleasing than the communist; however, digital participation in visual arts is seen as 6.1% more pleasing for non-communist countries’ citizens than communist. See: Figure 13.
We can see the following variances between the form of participation in the receiving process by communist and non-communist countries’ citizens regarding their pleasure flowing from a particular type of art. First, communist countries’ citizens assess digital participation in musical arts as 26.1% less pleasing than in-real; for non-communist countries’ citizens, this difference is 27.0%. Second, communist countries’ citizens assess digital participation in performing arts as 32.0% less pleasing than in-real; this difference is 24.2% for non-communist countries’ citizens. Third, communist countries’ citizens assess digital participation in literary arts as 24.3% less...
pleasing than in-real; this difference is 10.7% for non-communist countries’ citizens. Fourth, communist countries’ citizens assess digital participation in audio-visual arts as 4.8% more pleasing than in-real; this difference is 7.9% higher for non-communist countries’ citizens. Finally, communist countries’ citizens assess digital participation in visual arts as 22.5% less pleasing than in-real; this difference is 13.9% for non-communist countries’ citizens. See: Figure 14.

4.2.3. Engagement

Musical arts receivers from communist and non-communist countries assess their engagement concerning participation form in the receiving process in the following distribution: in-real – 4.09 by communist countries’ citizens and 4.32 by non-communist countries’ citizens, digitally – 3.07 by communist countries’ citizens and 3.09 by non-communist. Performing arts receivers assess their engagement: in-real – 4.15 by communist countries’ citizens and 4.16 by non-communist, digitally – 2.91 by communist and 3.02 by non-communist countries’ citizens. Literary arts receivers assess their engagement: in-real – 3.87 by communist countries’ citizens and 4.00 by non-communist, digitally – 3.24 by communist countries’ citizens and 3.65 by non-communist. Audio-visual arts receivers assess their engagement: in-real – 3.84 by communist countries’ citizens and 3.68 by non-communist, digitally – 3.95 by communist countries’ citizens and 4.00 by non-communist. Finally, visual arts receivers assess their engagement: in-real – 4.17 by communist countries’ citizens and 4.03 by non-communist, digitally – 3.12 by communist countries’ citizens and 3.37 by non-communist. See: Figure 15.

![Figure 15](image-url)  

**Figure 15.** Assessment of communist and non-communist countries’ citizens’ engagement flowing from a particular type of art concerning the form of participation in the receiving process.

*Source: own elaboration.*
The variances between the communist and the non-communist countries’ citizens in assessing their engagement regarding the form of participation in the receiving process of a particular type of art are the following. First, the non-communist countries’ citizens assessed in-real participation in musical arts as 5.6% more engaging than communist countries’ citizens; digital participation in musical arts is seen as 0.5% more engaging by non-communist than communist countries’ citizens. Second, the non-communist countries’ citizens assessed in-real participation in performing arts as 0.1% more engaging than the communist; however, digital participation in performing arts is seen as 3.9% more engaging by non-communist countries’ citizens than communist. Third, the non-communist countries’ citizens assess in-real participation in literary arts as 3.4% more engaging than communist countries’ citizens; digital participation in literary arts is seen as 12.6% more engaging by non-communist countries’ citizens than communist. Fourth, the non-communist countries’ citizens assessed in-real participation in audio-visual arts as 4.2% less engaging than the communist; however, digital participation in audio-visual arts is 1.2% more engaging by non-communist countries’ citizens than communist. Finally, the non-communist countries’ citizens assessed in-real participation in visual arts as 3.5% less engaging than communist countries’ citizens; digital participation in visual arts is seen as 7.9% more engaging by the non-communist countries’ citizens to the communist. See: Figure 16.

We can see the following variances between the form of participation in the receiving process by the communist and the non-communist regarding their engagement flowing from a particular type of art. First, communist countries’ citizens assess digital participation in musical arts as 24.8% less engaging than in-real; for non-communist countries’ citizens, this difference is 28.4%. Second, the communist countries’ citizens assess digital participation in performing arts as 30.0% less engaging than in-real; this difference is 27.3% for non-communist countries’ citizens. Third, the communist countries’ citizens assess digital participation in literary arts as 16.3% less engaging than in-real; this difference is 8.9% for non-communist countries’ citizens. Fourth, the communist countries’ citizens assess digital participation in audio-visual arts as 2.9% less engaging than in-real; non-communist countries’ citizens assess digital participation in audio-visual arts as 8.7% more engaging. Finally, the communist countries’ citizens assess digital participation in visual arts as 25.2% less engaging than in-real; this difference is 16.3% for the non-communist countries’ citizens. See: Figure 17.
4.2.4. The possibility of experiencing catharsis

Musical arts receivers from the communist and the non-communist countries assess their possibility of experiencing catharsis concerning the form of participation in the receiving process in the following distribution: in-real – 4.19 by the communist countries’ citizens and 4.05 by the non-communist countries’ citizens, digitally – 3.15 by the communist countries’ citizens and 3.07 by the non-communist. Performing arts receivers assess their
possibility of experiencing catharsis as follows: in-real – 4.00 by communist countries’ citizens and 3.88 by non-communist, digitally – 2.95 by the communist countries’ citizens and 3.18 by non-communist. Literary arts receivers assess their possibility of experiencing catharsis as follows: in-real – 4.00 by the communist countries’ citizens and 3.94 by non-communist, digitally – 3.13 by the communist countries’ citizens and 3.61 by the non-communist. Audio-visual arts receivers assess their possibility of experiencing catharsis: in-real – 3.66 by the communist countries’ citizens and 3.58 by non-communist, digitally – 3.86 by the communist countries’ citizens and 3.79 by non-communist. Finally, visual arts receivers assess their possibility of experiencing catharsis: in-real – 3.97 by communist countries’ citizens and 3.85 by non-communist, digitally – 2.82 by communist and 3.32 by non-communist countries’ citizens. See: Figure 18.

![Figure 19](image.png)

**Figure 19.** Differences between communist and non-communist countries’ citizens in assessing the possibility of experiencing catharsis regarding the form of participation in the receiving process of a particular type of art.

Source: own elaboration.

The variances between communist and non-communist countries’ citizens in assessing the possibility of experiencing catharsis regarding the form of participation in the receiving process are the following. First, the non-communist countries’ citizens assessed in-real participation in musical arts as 3.3% less catharsis-generating than the communist countries’ citizens; digital participation in musical arts is seen as 2.5% more catharsis-generating for the non-communist countries’ citizens than the communist. Second, the non-communist countries’ citizens assessed in-real participation in performing arts as 2.9% less catharsis-generating; digital participation in performing arts is seen as 7.9% more catharsis-generating for non-communist countries’ citizens than the communist. Third, the non-communist countries’ citizens assess in-real participation in literary arts as 1.4% less catharsis-generating than communist; digital participation in literary arts is seen as 15.2% more catharsis-generating by the non-communist countries’ citizens than the communist. Fourth, non-communist countries’ citizens assessed in-real participation in audio-visual arts as 2.1% less catharsis-generating than communist; however, digital participation in audio-visual arts is 1.9% less catharsis-generating by non-communist than the communist countries’ citizens. Finally, the non-communist countries’ citizens assessed in-real participation in visual arts as 3.1% less catharsis-generating than the communist; digital participation in visual arts is seen as 17.7% more catharsis-generating by the non-communist countries’ citizens than the communist. See: Figure 19.
We can see the following variances between the form of participation in the receiving process by communist and non-communist countries’ citizens regarding the possibility of experiencing catharsis from a particular type of art. First, communist countries’ citizens assess digital participation in musical arts as 24.8% less enabling experiencing catharsis than in-real; this difference is 24.2% for non-communist countries’ citizens. Second, communist countries’ citizens assess digital participation in performing arts as 26.3% less enabling experiencing catharsis than in-real; this difference is 18.1% for non-communist countries’ citizens. Third, communist countries’ citizens assess digital participation in literary arts as 21.7% less enabling experiencing catharsis than in-real; this difference is 8.6% for non-communist countries’ citizens. Fourth, communist countries’ citizens assess digital participation in audio-visual arts as 5.4% more enabling experiencing catharsis than in-real; non-communist countries’ citizens assess digital participation in audio-visual arts as 5.6% more enabling experiencing catharsis. Finally, communist countries’ citizens assess digital participation in visual arts as 29.0% less enabling experiencing catharsis than in-real; this difference is 13.8% for non-communist countries’ citizens. See: Figure 20.

4.2.5. Contact with the artwork itself

Musical arts receivers from communist and non-communist countries assess their contact with the artwork itself concerning the form of participation in the receiving process in the following distribution: in-real – 4.33 by communist countries’ citizens and 4.18 by non-communist countries’ citizens, digitally – 3.25 by communist and 3.09 by non-communist countries’ citizens. Performing arts receivers assess their contact with the artwork itself as follows: in-real – 4.10 by communist countries’ citizens and 4.14 by non-communist, digitally – 2.88 by communist countries’ citizens and 2.98 by non-communist. Literary arts receivers assess their contact with the artwork itself as follows: in-real – 4.11 by communist countries’ citizens and 4.06 by non-communist, digitally – 3.34 by communist countries’ citizens and 3.55 by non-communist countries’ citizens. Audio-visual arts receivers assess their contact with the artwork itself: in-real – 3.66 by communist countries’ citizens and 3.55 by non-communist countries’ citizens, digitally – 3.86 by communist countries’ citizens and 3.88 by non-communist. Finally, visual arts receivers assess their contact with the artwork itself: in-real 4.20 by communist countries’
citizens and 4.10 by non-communist, digitally – 3.15 by communist and 3.29 by non-communist countries’ citizens. See: Figure 21.

The variances between the communist and the non-communist countries’ citizens in assessing their contact with the artwork itself regarding the form of participation in the receiving process of a particular type of art are the following. First, the non-communist countries’ citizens assessed in-real participation in musical arts as 3.4% lower than the communist countries’ citizens regarding the contact with the artwork itself; digital participation in musical arts gives 5.1% less contact with the artwork itself to the non-communist than the communist countries’ citizens. Second, the non-communist countries’ citizens assessed in-real participation in performing arts as allowing 0.9% more contact with the artwork itself than the communist countries’ citizens; however, digital participation in performing arts allows 3.6% more contact with the artwork itself for the non-communist than the communist countries’ citizens. Third, the non-communist countries’ citizens assess in-real participation in literary arts as allowing 1.2% less contact with the artwork itself than the communist countries’ citizens; digital participation in literary arts allows 6.1% more contact with the artwork itself for the non-communist countries’ citizens than the communist. Fourth, the non-communist countries’ citizens see in-real participation in audio-visual arts as allowing 2.9% less contact with the artwork itself than the communist countries’ citizens; however, digital participation in audio-visual arts allows 0.7% more contact with the artwork itself for the non-communist than the communist countries’ citizens. Finally, the non-communist countries’ citizens assessed in-real participation in visual arts as allowing 2.3% less contact with the artwork itself than the communist countries’ citizens; digital participation in visual arts allows 4.4% more contact with the artwork itself for the non-communist than the communist countries’ citizens. See: Figure 22.
Figure 22. Differences between communist and non-communist countries’ citizens in assessing contact with the artwork itself regarding the form of participation in the receiving process of a particular type of art.

*Source: own elaboration.*

Figure 23. Differences between the form of participation in the receiving process by communist and non-communist countries’ citizens regarding contact with the artwork itself flowing from a particular type of art.

*Source: own elaboration.*

We can see the following about the variances between the form of participation in the receiving process by the communist and the non-communist countries’ citizens regarding contact with the artwork itself in a particular type of art. First, the communist countries’ citizens assess digital participation in musical arts as allowing 24.8% less contact with the artwork itself than in-real; this difference is 26.1% for non-communist countries’ citizens. Second, the communist countries’ citizens assess digital participation in performing arts as allowing 29.9% less contact with the artwork itself than in-real; this difference is 28.0% for the non-communist countries’ citizens.
Third, the communist countries’ citizens assess digital participation in literary arts as allowing 18.6% less contact with the artwork itself than in-real; this difference is 12.6% for non-communist countries’ citizens. Fourth, the communist countries’ citizens assess digital participation in audio-visual arts as allowing 5.4% more contact with the artwork itself than in-real; the non-communist countries’ citizens assess digital participation in audio-visual arts as allowing 9.3% more contact with the artwork itself than in-real. Finally, the communist countries’ citizens assess digital participation in visual arts as allowing 25.0% less contact with the artwork itself than in-real; this difference is 19.8% for non-communist countries’ citizens. See: Figure 23.

4.2.6. Contact with the performer itself

![Figure 24](image_url)

**Figure 24.** Assessment of communist and non-communist countries’ citizens’ contact with the performer itself in a particular type of art concerning the form of participation in the receiving process.

*Source: own elaboration.*

Musical arts receivers from communist and non-communist countries assess their contact with the performer itself concerning the form of participation in the receiving process in the following distribution: in-real – 4.21 by communist countries’ citizens and 4.19 by non-communist countries’ citizens, digitally – 2.75 by communist and 2.95 by non-communist countries’ citizens. Performing arts receivers assess their contact with the performer itself as follows: in-real – 4.07 by communist countries’ citizens and 4.04 by non-communist, digitally – 2.65 by communist countries’ citizens and 2.93 by non-communist. Literary arts receivers assess their contact with the performer itself as follows: in-real – 4.00 by communist countries’ citizens and 4.19 by non-communist countries’ citizens, digitally – 3.26 by communist countries’ citizens and 3.84 by non-communist. Audio-visual arts receivers assess their contact with the performer itself: in-real – 3.48 by communist and 3.58 by non-communist countries’ citizens, digitally – 3.48 by communist countries’ citizens and 3.74 by non-communist. Finally, visual arts receivers assess their contact with the performer itself: in-real – 4.00 by communist countries’ citizens and 4.08 by non-communist countries’ citizens, digitally – 3.03 by communist and 3.29 by non-communist countries’ citizens. See: Figure 24.

The variances between the communist and non-communist countries’ citizens in assessing their contact with the performer itself regarding the form of participation in the receiving process of a particular type of art are the following. First, the non-communist countries’ citizens assessed in-real participation in musical arts as allowing
0.3% less contact with the performer itself than the communist countries’ citizens; however, digital participation in musical arts allows 7.3% more contact with the performer itself for the non-communist than communist countries’ citizens. Second, the non-communist countries’ citizens assessed in-real participation in performing arts as allowing 0.7% less contact with the performer itself than the communist countries’ citizens; digital participation in performing arts allows 10.5% more contact with the performer itself for the non-communist than the communist countries’ citizens. Third, the non-communist countries’ citizens assess in-real participation in literary arts as allowing 4.9% more contact with the performer itself than the communist; digital participation in literary arts allows 17.8% more contact with the performer itself for the non-communist than the communist countries’ citizens. Finally, the non-communist countries’ citizens assessed in-real participation in visual arts as allowing 1.9% more contact with the performer itself than the communist countries’ citizens; digital participation in visual arts allows 8.6% more contact with the performer itself by non-communist to the communist countries’ citizens. See: Figure 25.

Figure 25. Differences between communist and non-communist countries’ citizens in assessing contact with the performer itself regarding the form of participation in the receiving process of a particular type of art.

Source: own elaboration.

We can see the following variances between the form of participation in the receiving process by the communist and the non-communist countries’ citizens regarding their contact with the performer itself flowing from a particular type of art. First, the communist countries’ citizens assess digital participation in musical arts as allowing 34.7% less contact with the performer itself than in-real; for non-communist countries’ citizens, this difference is 29.8%. Second, the communist countries’ citizens assess digital participation in performing arts as allowing 34.7% less contact with the performer itself than in-real; this difference is 27.4% for non-communist countries’ citizens. Third, the communist countries’ citizens assess digital participation in literary arts as allowing 18.4% less contact with the performer itself than in-real; this difference is 8.4% for the non-communist countries’ citizens. Fourth, the communist countries’ citizens assess digital and in-real participation in audio-visual arts equally regarding contact with the performer itself than; the non-communist countries’ citizens assess digital participation in audio-visual arts as allowing 4.5% more contact with the performer itself than in-real. Finally, the
communist countries’ citizens assess digital participation in visual arts as allowing 24.2% less contact with the performer itself than in-real; this difference is 19.3% for the non-communist countries’ citizens. See: Figure 26.

![Figure 26](image-url)

Figure 26. Differences between the form of participation in the receiving process by communist and non-communist countries’ citizens regarding contact with the performer itself in a particular type of art.

Source: own elaboration.

4.2.7. Comfort of participation

Musical arts receivers from communist and non-communist countries assess their comfort of participation concerning the form of participation in the receiving process in the following distribution: in-real – 3.98 by communist countries’ citizens and 4.28 by non-communist countries’ citizens, digitally – 3.59 by communist and 3.35 by non-communist countries’ citizens. Performing arts receivers assess their participation comfort as follows: in-real – 3.78 by communist countries’ citizens and 3.98 by non-communist, digitally – 3.15 by communist countries’ citizens and 3.35 by non-communist. Literary arts receivers assess participation comfort as follows: in-real – equally 4.08 by communist and non-communist countries’ citizens, digitally – 3.32 by communist and 3.82 by non-communist countries’ citizens. Audio-visual arts receivers assess their participation comfort: in-real – 3.61 by communist countries’ citizens and 3.58 by non-communist, digitally – 4.17 by communist countries’ citizens and 3.86 by non-communist countries’ citizens. Finally, visual arts receivers assess their participation comfort: in-real – 4.09 by communist and 4.00 by non-communist countries’ citizens, digitally – 3.45 by communist countries’ citizens and 3.63 by non-communist. See: Figure 27.

The variances between the communist and the non-communist countries’ citizens in assessing their comfort of participation regarding the form of participation in the receiving process of a particular type of art are the following. First, the non-communist countries’ citizens assessed comfort of in-real participation in musical arts as 7.5% higher than communist countries’ citizens; however, digital participation in musical arts regarding the comfort of participation is 6.9% lower for non-communist than the communist countries’ citizens. Second, the non-communist countries’ citizens assessed comfort of in-real participation in performing arts as 5.4% higher than the communist; the comfort of digital participation in performing arts is 6.3% higher for non-communist than the communist countries’ citizens. Third, the non-communist countries’ citizens assess the comfort of in-real participation in literary arts as 0.1% higher than the communist; digital participation in literary arts is 15.2% more
comfortable for non-communist than the communist countries’ citizens. Fourth, the non-communist countries’ citizens assessed the comfort of in-real participation in audio-visual arts as 0.8% lower than the communist; the comfort of digital participation in audio-visual arts is seen as 7.3% lower for the non-communist than the communist countries’ citizens. Finally, the non-communist countries’ citizens assessed comfort of in-real participation in visual arts as 2.1% lower than the communist countries’ citizens; the comfort of digital participation in visual arts is 5.1% higher for non-communist than the communist countries’ citizens. See: Figure 28.

Figure 27. Assessment of communist and non-communist countries’ citizens’ comfort of participation flowing from a particular type of art concerning the form of participation in the receiving process.

*Source: own elaboration.*

We can see the following differences between the form of participation in the receiving process of a particular type of art by the communist and the non-communist countries’ citizens regarding their comfort level. First, the communist countries’ citizens assess the comfort of digital participation in musical arts as 9.8% lower than in-real; this difference is 21.8% lower for non-communist. Second, the communist countries’ citizens assess the comfort of digital participation in performing arts as 16.6% lower than in-real; this difference is 15.9% lower for non-communist countries’ citizens. Third, the communist countries’ citizens assess the comfort of digital participation in literary arts as 18.7% lower than in-real; this difference is 6.5% for non-communist countries’ citizens. Fourth, the communist countries’ citizens assess the comfort of digital participation in audio-visual arts as 15.3% higher than in-real; the non-communist countries’ citizens assess the comfort of digital participation in audio-visual arts as 7.7% higher than in-real. Finally, the communist countries’ citizens assess the comfort of digital participation in visual arts as 15.4% lower than in-real; this difference is 9.2% lower for non-communist countries’ citizens. See: Figure 29.
Figure 28. Differences between communist and non-communist countries’ citizens in assessing their comfort of participation regarding the form of participation in the receiving process of a particular type of art.

Source: own elaboration.

Figure 29. Differences between the form of participation in the receiving process by communist and non-communist countries’ citizens regarding the comfort of participation flowing from a particular type of art.

Source: own elaboration.

4.2.8. Possibilities of shaping the aesthetical experience

Musical arts receivers from communist and non-communist countries assess their possibilities of shaping the aesthetical experience concerning the form of participation in the receiving process in the following distribution: in-real – 3.55 by communist countries’ citizens and 3.68 by non-communist countries’ citizens, digitally – 3.49 by communist and 3.44 by non-communist countries’ citizens. Performing arts receivers assess their possibilities of
shaping the aesthetical experience as follows: in-real – 3.86 by communist and 3.65 by non-communist countries’ citizens, digitally – 3.14 by communist and 3.20 by non-communist countries’ citizens. Literary arts receivers assess their possibilities of shaping the aesthetical experience as follows: in-real – equally 3.74 by communist and non-communist countries’ citizens, digitally – 3.37 by communist and 3.50 by non-communist countries’ citizens. Audio-visual arts receivers assess their possibilities of shaping the aesthetical experience: in-real – equally 3.39 by communist countries’ citizens and 3.49 by non-communist, digitally – 4.02 by communist and 3.81 by non-communist countries’ citizens. Finally, visual arts receivers assess their possibilities of shaping the aesthetical experience: in-real – 4.03 by communist countries’ citizens and 3.87 by non-communist, digitally – 3.61 by communist and 3.46 by non-communist countries citizens. See: Figure 30.

The variances between communist and non-communist countries’ citizens in assessing their possibilities of shaping the aesthetical experience regarding the form of participation in a particular type of art are the following. First, the non-communist countries’ citizens assessed their possibilities of shaping the aesthetical experience in in-real participation in musical arts as 3.7% higher than the communist countries’ citizens; however, digital participation in musical arts allows 1.5% fewer possibilities of shaping the aesthetical experience by the non-communist to the communist countries’ citizens. Second, in-real participation in performing arts allows 5.6% fewer possibilities of shaping the aesthetical experience for the non-communist than the communist countries’ citizens; digital participation in performing arts allows 1.8% more possibilities of shaping the aesthetical experience for the non-communist than the communist countries’ citizens. Third, the non-communist countries’ citizens assess in-real participation in literary arts as allowing 0.2% more possibilities of shaping the aesthetical experience than communist; digital participation in literary arts allows 3.9% more possibilities of shaping the aesthetical experience for the non-communist than the communist countries’ citizens. Fourth, the non-communist countries’ citizens assessed in-real participation in audio-visual arts as allowing 2.7% more possibilities of shaping the aesthetical experience than communist; however, digital participation in audio-visual arts gives 5.2% fewer possibilities of shaping the aesthetical experience by non-communist than the communist countries’ citizens. Finally, the non-communist countries’ citizens see 3.9% fewer possibilities of shaping the aesthetical experience in in-real participation in visual arts than the communist; digital participation in
visual arts gives 4.1% fewer possibilities of shaping the aesthetical experience for the non-communist than the communist countries’ citizens. See: Figure 31.

![Figure 31. Differences between communist and non-communist countries’ citizens in assessing the possibilities of shaping the aesthetical experience regarding the form of participation in the receiving process of a particular type of art. Source: own elaboration.](image)

We can see the following differences between the form of participation in the receiving process by the communist and the non-communist countries’ citizens regarding the possibility of shaping the aesthetical experience in particular types of art. First, the communist countries’ citizens assess the possibility of shaping the aesthetical
experience in digital participation in musical arts as 1.7% lower than in-real; for non-communist countries’ citizens, this difference is 6.7% lower. Second, the communist countries’ citizens assess the possibility of shaping the aesthetical experience in digital participation in performing arts as 18.6% lower than in-real; this difference is 12.3% for non-communist. Third, the communist countries’ citizens assess the possibility of shaping the aesthetical experience in digital participation in literary arts as 9.9% lower than in-real; this difference is 6.5% for non-communist countries’ citizens. Fourth, the communist countries’ citizens assess the possibility of shaping the aesthetical experience in digital participation in audio-visual arts as 18.8% better than in-real; this difference is 9.6% for non-communist countries’ citizens. Finally, the communist countries’ citizens assess the possibility of shaping the aesthetical experience in digital participation in visual arts as 10.5% lower than in-real; this difference is 10.6% for non-communist countries’ citizens. See: Figure 32.

4.2.9. Own motivation to participate

Musical arts receivers from communist and non-communist countries assess their motivation to participate concerning the form of participation in the receiving process in the following distribution: in-real – 4.07 by communist countries’ citizens and 4.30 by non-communist countries’ citizens, digitally – 3.55 by communist and 3.23 by non-communist countries’ citizens. Performing arts male receivers assess their motivation to participate in-real as 3.81 and 4.10 by non-communist countries’ citizens, digitally – 3.00 by communist and 2.84 by non-communist countries’ citizens. Literary arts receivers assess their motivation to participate as follows: in-real – 3.87 by communist and 3.81 by non-communist countries’ citizens, digitally – 3.24 by communist and 3.50 by non-communist countries’ citizens. Audio-visual arts receivers assess their motivation to participate: in-real – 3.66 by communist and 3.56 by non-communist countries’ citizens, digitally – 3.98 by communist and 3.79 by non-communist countries’ citizens. Finally, visual arts receivers assess their motivation to participate: in-real – 4.11 by communist and 4.03 by non-communist countries’ citizens, digitally – 3.39 by communist and 3.33 by non-communist countries’ citizens. See: Figure 33.

Figure 33. Assessment of communist and non-communist countries’ citizens’ own motivation to participate in a particular type of art concerning the form of participation in the receiving process.

Source: own elaboration.
The variances between the communist and non-communist countries’ citizens in assessing their motivation to participate regarding the form of participation in the receiving process of a particular type of art are the following. First, the non-communist countries’ citizens assessed their motivation to participate in-real in musical arts as 5.6% higher than the communist; however, motivation to participate digitally in musical arts is seen as 8.8% lower by non-communist than the communist countries’ citizens. Second, the non-communist countries’ citizens assessed their motivation to participate in-real in performing arts as 7.5% higher than the communist; motivation to participate digitally in performing arts is seen as 5.3% lower for the non-communist than communist countries’ citizens. Third, the non-communist countries’ citizens assess their motivation to participate in-real in literary arts as 1.6% lower than the communist; motivation to participate digitally in literary arts is 8.1% higher for the non-communist than the communist countries’ citizens. Fourth, the non-communist countries’ citizens assessed their motivation to participate in-real in audio-visual arts as 2.6% lower than the communist; however, motivation to participate digitally in audio-visual arts is 4.7% lower for non-communist than the communist countries’ citizens. Finally, the non-communist countries’ citizens assessed their motivation to participate in-real in visual arts as 2.1% lower than the communist; motivation to participate digitally in visual arts is seen as 1.8% lower for the non-communist than the communist countries’ citizens. See: Figure 34.

We can see the following about the differences between the form of participation in the receiving process by the communist and the non-communist countries’ citizens regarding their motivation to participate in particular types of art. First, the communist countries’ citizens assess their motivation to participate digitally in musical arts as 12.9% lower than in-real; for non-communist countries’ citizens, this difference is 24.8%. Second, the communist countries’ citizens assess their motivation to participate digitally in performing arts as 21.3% lower than in-real; this difference is 30.6% for non-communist. Third, the communist countries’ citizens assess their motivation to participate digitally in literary arts as 16.3% lower than in-real; this difference is 8.0% for non-communist countries’ citizens. Fourth, the communist countries’ citizens assess their motivation to participate digitally in audio-visual arts as 8.7% higher than in-real; this difference is 6.4% higher for non-communist. Finally, the communist countries’ citizens assess their motivation to participate digitally in visual arts as 17.5% lower than in-real; this difference is 17.2% for non-communist countries’ citizens. See: Figure 35.
4.2.10. Easiness of participation

Musical arts receivers from communist and non-communist countries assess their easiness of participation concerning the form of participation in the receiving process in the following distribution: in-real – 3.28 by communist countries’ citizens and 3.77 by non-communist countries’ citizens, digitally – 3.85 by communist and 3.61 by non-communist countries’ citizens. Performing arts receivers assess the easiness of participation as follows: in-real – 3.24 by communist and 3.82 by non-communist countries’ citizens, digitally – 3.46 by communist and 3.51 by non-communist countries’ citizens. Literary arts receivers assess the easiness of participation as follows: in-real – 3.61 by communist and 3.97 by non-communist countries’ citizens, digitally – 3.63 by communist and 3.84 by non-communist countries’ citizens. Audio-visual arts receivers assess the easiness of participation: in-real – 3.30 by communist and 3.50 by non-communist countries’ citizens, digitally – 4.36 by communist and 4.12 by non-communist countries’ citizens. Finally, visual arts receivers assess the easiness of participation: in-real – 3.79 by communist and 3.74 by non-communist countries’ citizens, digitally – 3.66 by communist and 3.64 by non-communist countries’ citizens. See: Figure 36.
Figure 36. Assessment of communist and non-communist countries’ citizens’ easiness of participation in a particular type of art concerning the form of participation in the receiving process.

Source: own elaboration.

Figure 37. Differences between communist and non-communist countries’ citizens in assessing the easiness of participation regarding the form of participation in the receiving process of a particular type of art.

Source: own elaboration.

Regarding the variances between the communist and non-communist countries’ citizens in assessing the easiness of participation regarding the form of participation in the receiving process of a particular type of art, the results are the following. First, the non-communist countries’ citizens assessed the easiness of in-real participation in musical arts as 15.1% higher than the communist countries’ citizens; the easiness of digital participation in musical arts is seen as 6.4% lower for non-communist than the communist countries’ citizens. Second, the non-communist countries’ citizens assessed the easiness of in-real participation in performing arts as 18.0% higher
than the communist; the easiness of digital participation in performing arts is seen as 1.3% higher for the non-communist than the communist countries’ citizens. Third, the non-communist countries’ citizens assess the easiness of in-real participation in literary arts as 10.2% higher than communist; the easiness of digital participation in literary arts is 5.8% higher for non-communist than communist countries’ citizens. Fourth, non-communist countries’ citizens assessed the easiness of in-real participation in audio-visual arts as 6.2% higher than communist; however, the easiness of digital participation in audio-visual arts is 5.5% lower for non-communist than communist countries’ citizens. Finally, non-communist countries’ citizens assessed the easiness of in-real participation in visual arts as 1.5% lower than communist; the easiness of digital participation in visual arts is 0.5% lower for non-communist than communist countries’ citizens. See: Figure 37.

![Figure 38. Differences between the form of participation in the receiving process by communist and non-communist countries’ citizens regarding the easiness of participation in a particular type of art.](image)

Source: own elaboration.

We can see the following about the differences between the form of participation in the receiving process by communist and non-communist countries’ citizens regarding the easiness of participation in a particular type of art. First, communist countries’ citizens assess the easiness of digital participation in musical arts as 17.6% higher than in-real; non-communist countries’ citizens assess the easiness of digital participation in musical arts as 4.4% lower than in-real. Second, communist countries’ citizens assess the easiness of digital participation in performing arts as 7.0% higher than in-real; this difference is 8.1% lower for non-communist countries’ citizens. Third, communist countries’ citizens assess the easiness of digital participation in literary arts as 0.7% higher than in-real; this difference is 3.2% lower for non-communist countries’ citizens. Fourth, communist countries’ citizens assess the easiness of digital participation in audio-visual arts as 32.2% higher than in-real; this difference is 17.7% for non-communist countries’ citizens. Finally, communist countries’ citizens assess the easiness of digital participation in visual arts as 3.6% lower than in-real; non-communist countries’ citizens assess the easiness of digital participation in visual arts as 2.6% lower than in-real. See: Figure 38.
Conclusions

It can be concluded that the form of participation (in-real or digital) in arts culturally influences the level of participation quality in the aesthetic situation by the post-communist and non-communist countries receivers differently. The confirmation of the hypothesis followed the answers to the research questions showing cultural variances between participation in particular types of arts and cultural differences between particular forms of participation in particular types of arts by the post-communist and non-communist countries’ receivers. Finally, extrapolating the conclusions, it can be said that these cultural differences are based on fundamental cultural dimensions, e.g. individualism-collectivism or uncertainty avoidance and arise strictly from history (Hofstede, 2011) and confirm the consequences of the political system transformation theory being one of the features of the sustainable development. In addition, different assessments of the qualities of the aesthetic situation in the digitalised way between post-communist and non-communist citizens show particular spaces for a sustainable approach.

As limitations of the research may be seen: 1) The vast majority of the sample (88.3%) was represented by persons with Bachelor’s, Engineer’s, Master’s, Doctoral and Professorship diplomas, who are more conscious of their behaviour and better equipped to describe their perception of intangible assets and features in comparison to the rest of society; 2) The sample set was relatively small for general conclusions (n = 221).

The results of this investigation should be stimulating for: 1) Art creators looking for the optimal and sustainable way of distributing artworks among receivers from post-communist and non-communist countries; 2) Art managers and marketers for a deeper understanding of post-communist and non-communist art receivers’ perspectives and their preferences about participation in arts in-real or digitally, especially in the sustainability context; 3) Art receivers to compare their opinion about the ways of sustainable participation in arts with the preferences of art receivers from post-communist and non-communist countries.

Potential research questions for additional research in the sustainable transfer of societies from (post-)communism to free-market ones may be the following: 1) How do the post-communist and non-communist countries’ art creators perceive the artistry and creativity loss or gain regarding diverse forms of artwork distribution? 2) What are the post-communist and non-communist countries’ variances in artistry and creativity loss or gain regarding diverse forms of receiving process between diverse cultures? 3) What are the variances in artistry and creativity loss or gain regarding diverse forms of receiving process by the post-communist and non-communist countries’ citizens? 4) How long does it take to “forget” the post-communist burden influencing assessing the aesthetic situation’s components? 5) How to use the differences in participation in arts towards sustainable development of society, economy and environment?
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Abstract. Digitization in education is a process formed because of the general digitization of society and all its sectors. Digitization improves the education quality and methods. Digital technologies are an integral part of any field of education. The following criteria defining the level of digitization of the learning process in the universities are essential. The first criterion, we think, is expanding learning opportunities by providing electronic materials (slides from lectures, videos, exercises, projects, etc.); acceptance and evaluation of materials related to the learning process in digital form based on already existing and popular technologies allow training from any location, regardless of the physical location of the university. The second criterion is the education interactivity; the increasing and massive entry of audio and visual devices helps for this. The third criterion is the demand for new digital skills from businesses - creating websites, mobile applications, cyber security and more. Another criterion could be the digital expansion of the competence of the university - the increase in the number and attractiveness of the offered digital services (enrollment, education, exam process, practices, etc.), which are tailored to the interests and preferences of students based on their digital experience and digital expectations. All these questions will be the subject of research in this article.
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1. Introduction

The Pandemic related to COVID-19 from 2020 has revealed new opportunities for applying online training approaches that are otherwise known and used for many years. The need to comply with the rules on isolation and distance allowed the development and entering into the practice of some new platforms, information systems and accompanying learning methods in an electronic environment. As part of digitization, traditional training patterns

---
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are transformed into e-learning models. Although not entirely, universities and schools began to have the characteristics of electronic universities and electronic schools. After 2020, it can be considered that in developed countries (and those with a high network and mobile connectivity), pupils and students not only use e-learning opportunities, but in specific periods they entirely rely upon and work in remote training mode. It is this very fast mass transition in a remote training regime in the last year with the mass application of digital technologies at all levels and stages, it cannot yet clearly identify and with the respective weights the risks that arise in the learning process. In this regard, the purpose of this article is to present the essence of digitization and its specificity to the educational process, to develop a methodology and carry out a study on digital training in Bulgarian higher education institutions.

2. Literature Review

The term "digitization" has been very widely used in recent years. There are different definitions for it. According to Ochs and Riemann (2018), it is related to integrating digital technologies in everyday life by digitizing everything that can be digitized. Scuotto, Serravalle, Murray and Viasone (2019) claim that digital technology is adopted to modify the business model to create value using new, modern technologies. For Abubotain and Chamakiotis (2019), it is the use of digital technologies which upgrades the processes. Botella-Carrubi and Torras (2019) study how companies reorganize their methods and work strategies to get more incredible benefits, thanks to introducing new technologies.

According to Gupta, Kishor, Mishra and Gupta (2021), it is a process of transforming information into digital (bit - 0.1) format (i.e. readable by computers). This allows any information to be stored, processed and transmitted easily using a network of computers. Romdhane, Loukil and Kammoun (2021) state that digitization is a trendy phenomenon that transfers the economy from the era of the physical world to the virtual, Internet-based, big data and mobile devices. Angelova (2020) claims that business and social life are rapidly changed due to COVID-19 social isolation, and one possible working solution is the digitization of organizations.

Or digitization can be seen on the one hand as a process of switching from analogue to digital strategies. On the other hand, this concept can be seen as a technological revolution related to the change in society, particularly in the economy, culture, education, politics, health and others (Hofmann et al., 2018). Digitization is the increasing use of connected digital technologies in society. This covers machine management, Internet communications, robotization, change in the work environment, and a different way of learning (Wasserman, 2018).

To take advantage of emerging technologies and their rapid expansion in human activities, organizations must be adaptive and flexible and transform all their processes. For this reason, digitalization requires a change of focus and involves innovating in technology and modifying the institutional culture to guarantee the evolution of digital transformation (Abad-Segura et al., 2020).

Specific case for digitalization in universities can be considered as overall policy, covering many aspects – starting with typical educational and scientific processes of one university, but also including digitalization for: university business incubators (Chan, Krishnamurthy, & Sadreddin, 2022), digitization in libraries and secure digital resources (Islam et al., 2022), connection and different intermediates between universities and industries (Albots et al., 2022; Roig-Marín & Prieto, 2021), possibilities for digital certification (Litoussi et al., 2022), the role of Massive Online Open Courses in the university activities (Guerrero, Heaton & Urbano, 2021; Krasnov et al., 2018), simulation models in the e-learning environment (Boumiza et al., 2018). Researchers also consider already working models for improving university digitalization – such as the Agile model (Kerroum et al., 2020). Some scholars even further view Artificial Intelligence as the future development of digitization (Anguelov, 2021).
3. Methodology of the study

Empirically few studies to date have introduced much on the digitalization of higher education. Pu, Tanamee and Jiang (2022) provided research on 22 students and 9 instructors to understand the attitudes towards digitalization. Based on their survey results, scholars described three major attitudes - teaching and educational attitudes, which compose the first level, and the second level is the digital platform attitude, technology use attitude, and resource attitude. They also claim that the third level is network attitude, service attitude, and development attitude. Stoyanova, Stoyanov, Remnova and Kushniruk (2021) define the scientific provisions on the feasibility and effectiveness of using e-learning under conditions of quarantine restrictions related to the COVID-19 Pandemic. Ugur (2020) explores the assumptions by instructors and students concerning why and how multimodal and digital technologies are incorporated into undergraduate classes under a qualitative approach. Islam and Nusrat (2018) surveyed various students to understand the effect of digitalization on educational purposes. Machine learning was applied to classify happy and unhappy students with digitalization, where focused time was spent on educational goals. Shana and Abulibdeh (2022) think that the applications of cloud computing for educational efficiency are vital today because they maximize educational outcomes and allow students to benefit from technologies while gaining a greater understanding of the latest technological advancements. Viberg and Mavroudi (2018) present online learning opportunities applicable to the Swedish context. Bejinaru (2019) presents the current state of the phenomenon of digitalization in Europe and discusses the existing strategies to increase the degree of digitalization in the field of education. Bygstad, Ovrelid, Ludvigsen and Daehlen (2022) focus on two streams of digitization in higher education; digitization of education and digitization of academic subjects. Tang, Chen, Law, Wu et al. (2021) explored several critical factors in the research framework related to learning motivation, learning readiness and student’s self-efficacy in participating in live online learning during the coronavirus outbreak, taking into account gender differences and differences among sub-degree (SD), undergraduate (UG) and postgraduate (PG) students. Toader, Safta, Titirișcă and Firtescu's (2021) present study also aims to harness the university experience of these times from some of the leading Romanian university centres; the method used was quantitative and qualitative research based on a questionnaire. Toader, Safta, Titirișcă and Firtescu (2021) present the process of online learning in some of the prominent Romanian university centres using quantitative and qualitative research based on a questionnaire. Man, Liao and Sun (2020) provide a research-based analysis of 782 articles and prove that it is essential to implement digital technologies in the educational process, suggesting the increasingly important role of organizations and people in adopting digital technologies. Zancajo, Verger and Bolea (2022) analyze three preponderant areas of response: the digitalization of the educational system, educational inequalities, and teachers' development.

The general understanding of the authors of the current study is that digitization transformation is not only in the working environment where we most often face it but also in all other aspects of our personal and public life. Education is no exception - digitization occurs in teaching and learning, which is not a novelty. Still, in recent decades the rapid rate of technology development has made the process much more visible and significant. And this is due to the penetration of computers, mobile phones and the Internet in classrooms and at home. The potential of digitization in education is enormous and provides many opportunities and challenges.

Digitization in education is a process formed due to the general digitization of society and all its sectors. With the help of digitization, education methods and quality improvement. Digital technologies are no longer subject to study and implementation from relatively narrow areas of the past electronics, computing machines and communications. Still, they are an integral part of any field of education. A definition that, in essence, does not differ from the others says that digitization in education refers to using desktops, mobile devices, the Internet, software applications and other types of digital training for students of all ages. Doing tests using a computer and
an electronic exam platform, online teaching and presentation of materials for training, e-books, and interactive and video materials represent only a few examples of digitization in education these days.

The criteria defining the level of digitization of the learning process in the HEIs are also critical:

- The first criterion we think of is expanding learning opportunities. Providing electronic materials (slides from lectures, videos, exercises, projects, etc.), acceptance and evaluation of materials related to the learning process in digital form based on already existing and popular technologies allows training from any location, regardless of the physical location of the university;
- Another criterion is the education interactivity. The increasing and massive entry of audio and visual devices helps for this.
- The third criterion is the demand for new digital skills from businesses - creating websites, mobile applications, cyber security and more.
- Another criterion could be the digital expansion of the competence of the university - the increase in the number and attractiveness of the offered digital services (enrollment, education, exam process, practices, etc.), which are tailored to the interests and preferences of students based on their digital experience and digital expectations.

The Pandemic related to COVID-19 from 2020 has revealed new opportunities for applying online training approaches. The need to comply with the rules on isolation and distance allowed us to develop and enter into the practice of several new platforms, information systems and accompanying learning methods in an electronic environment.

Based on the above, we can bring out the introductory statements in the present study, namely:

The education process in higher education institutions (HEIs) is a comprehensive and systematically organized process containing the following components:

1. Knowledge, skills and the presence of staff teachers
   - Knowledge and skill for work with training platforms: MOODLE, TEAMS, BBB, ZOOM, others
   - Presence of a set of prepared lectures in a format suitable for the digital environment;
   - Digital skills - Information competence for work in a digital environment in the course of lectures conducted online
   - Knowledge and skills for entering lecturing and exams with students at accessible and established official sites of institutions, organizations, companies and their sub-sites with databases and reports - annual, analytical, and statistical.
   - Presence of hardware with accompanying software product and Internet connection

2. Knowledge, skills and provision of the HEI in the informational and administrative servicing of the process of education - of ICT specialists to create and maintain infrastructure for a dynamic relationship "student - lecturer" and of specialists from the administrative and management structure of the HEI, serving the education process in the HEI - inspectors, informational document administration information centre, enrollment, submitting applications for choice of disciplines, enrollment for state exams and others.

   2.1. Internet connectivity of the HEI - examines connectivity and provision of wired and wireless Internet and Intranet access in classrooms, laboratories, cabinets, centres, and WiFi connections within the university campus.
2.2. Platforms used, access and storage models for Internet-based content provided by the HEI and its lecturers for the learning process - created and maintained platforms, a unit to service the method of access and use of educational platforms from students and lecturers.

2.3. Competence of administrative staff in the learning process:
- In the educational process - a level of digitization of education in the traditional and remote form concerning lectures, ongoing control and exams.
- In concomitant activities - the digitization of the curriculum timetable; digital services for students, digitization of library activity;
- In the administrative process - digitization of processes of applying and enrollment of students at the university - digital submission of documents, approval, admission to the examination and conducting an examination; processing the results of the exams and ranking of accepted students.

This methodology allows for a comprehensive and multi-aspect assessment of the state of digitization of the learning process. It helps the higher education management to make reasoned decisions for optimal process management in the short and medium term.

To determine the level of digitization of the educational process under COVID-19, we carried out a study among higher education institutions in Bulgaria, which covered a variety of questions on the way they conduct their learning process over the past two years. One part of the results we will provide further in this article.

The study was conducted in the period 10-12.2021. It covered 51 accredited higher education institutions in Bulgaria. The questions were addressed to managers and higher and medium managerial level administration. The profile of the participants is relatively balanced by gender and age, with a slight predominance over the rest of the respondents: respondents - women at the age of 50-55. In the comparatively uniform distribution of other participants, the most significant percentage are respondents in the age group 40-45 by 16.2%, and the smallest share is that of participants between 20-25.

Respondents with the highest percentage are those with over 20 years of internship in specific higher education institutions. They ranked those with training between 10 and 20 years, the positions and professional experience of the participants are diverse - rector, deputy rector, director of the study and centre for distance learning, program coordinator, department manager, chief expert in the department, administrative secretaries, teachers.

4. Summarized survey results and comments

4.1. Knowledge, skills and the presence of staff teachers
In this part, the survey questions are grouped to obtain information regarding:
- hardware provision with concomitant software product and Internet connectivity on the one hand, for the digital environment in the HEIs - available equipment, software solutions and others, and on the other hand, how teachers appreciate their knowledge and skills to work in a digital environment; results are presented in Fig 1.
As can be seen from the graph, for the most part, the equipment is personal, in some cases, shared. Higher schools generally provide information software solutions.

Teachers give high self-assessment for their laptop and desktop skills during online lectures, seminars and exams. They encounter some difficulties in working with specific software products. The teaching staff’s most famous work platforms are Teams, Zoom, Moodle, and Skype. Answers are summarized in Fig. 2.

Against this high self-assessment in terms of skills to work with digital devices and software solutions, the high percentage - 62.5 of negative answers to the question “Have you attended a course of work in a digital environment over the past two years?” are expected. The high percentage of negative responses may result from the lack of need for the teaching staff to pass training in a digital environment.

From another point of view, the rapid transition to education in a digital environment as a consequence of the Covid-19 Pandemic left not many opportunities for teaching staff to do additional training, go smoothly through training or improve existing competencies in the field of digital technologies (Fig. 3).
Out of the comments that the participants in the survey have made, it can be concluded that in the last two years, they have undergone various pieces of training to increase their digital skills organized by the management of the higher education institutions and self-learning which individual lecturers have taken using the resources in the Internet space.

Regarding the presence of a set of prepared lectures in a format suitable for the digital environment: 88.3 % responded positively (Fig. 4).

The high percentage can be a logical consequence that much of the learning materials, whether lecture courses or seminars are also used to attend school hours before moving into a digital environment. The equipment of many higher education institutions allows for presentation equipment, which implies ready-made materials in different disciplines, the transformation of which digital training is not time-consuming.

Skills to work in a digital environment in lectures and exercises conducted online.

93.3% of respondents have experience and skills in teaching online. This high percentage may also result from introducing new technologies into the teaching staff's everyday life before the digital training environment (see Fig. 5).
Online participation in international conferences, symposiums, round tables and others is a practice for many higher education teachers that provides them with the necessary experience, knowledge, and habits to conduct online training (Fig. 6).

It is necessary to note the high self-assessment of digital work competencies, developed lectures and materials applicable to online education, as a top place for the best-known product is assigned to the Teams platform. It was also one of the first to be massively introduced for daily activities in the digital form of training.

The second part of the survey covers the evaluation of knowledge, skills and equipment of the HEIs in information and administrative services of ICT specialists to create and maintain infrastructure for dynamic relationships between "student - lecturer" and specialists from the executive and management structure of the HEI, serving the education process in the HEI -inspectors, informational document administration information centre, enrollment, submitting applications for choice of disciplines, enrollment for state exams, etc. The subject of study here is:

- Internet connectivity of the HEI - examines connectivity and provision of wired and wireless Internet and Intranet access in classrooms, laboratories, cabinets, centres, and WiFi connections within the university campus.
The level of connectivity also includes the provision of broadband Internet access, mobile broadband access, and broadband speed.

- About 80% reply that wired and wireless Internet is provided in the HEIs (Fig. 7).

![Fig. 7. Availability of Internet in the classrooms](image)

On a question of what Internet-based access and storage platforms provide the HEI to its teachers for the learning process, there is quite a variety of answers.

Teams, Google Drive, One Drive, and Dropbox are the most popular storage platforms. Over 80% of respondents indicate that they are updated promptly (see Fig. 8).

![Fig. 8. The most popular storage platforms](image)

- Competence of administrative staff in the learning process:
In the educational process - a level of digitization of education in regular and remote form; level of digitalization during an ongoing control; exams level of digitalization.
There are no significant differences in the digitization of individual processes - over 50% reply that it is high (Fig. 9).

- In concomitant activities - digitization of the library activity. The analysis of the results shows that more than half defined it as a low and medium, which significantly hinders students in lectures and exercises held from a distance (Fig. 10).

- in the administration - digitization of processes of applying and enrollment of students at the university - includes digital submission of documents, approval, admission to the examination and conducting an examination; processing of the exams results and ranking of accepted students (Fig. 11).
What is the degree of digitalization of the university student application and enrollment process?

![Graph showing digitalization degrees for various processes](image)

**Fig. 11.** Digitization of processes of applying and enrollment students at the university

- Ethical norms, regulations and rules for the content provided in the digital environment, incl. lecture materials, PPP, information and reference materials. /the presence of documents in HEI providing the absence of plagiarism, originality and credibility of students and lecturers/.

66.3% responded positively, meaning that respondents are familiar with ethical norms and rules, a prerequisite for correctness and loyalty in a digital environment (Fig. 12).

![Pie chart showing responses](image)

**Fig. 12.** Existence in universities of regulation and rules for the content used in a digital environment

The future digital generation is related to the development of revolutionary technologies, which links education and technology more important than ever. Providing an environment that activates and motivates learners for efficient work is related to introducing modern educational technologies. Still, they are only a means by which the school/university implements interactive methods based on the individual approach to work. Using these technologies in the learning process allows for the transition from a lecturer- to a learner-oriented educational policy.
Conclusions

For the first time since the COVID 19 pandemic, such a representative study is being conducted, which covers all universities in Bulgaria and shows the level of digitization of their educational process. Unlike other research that has been done in recent years and refers to individual universities in Bulgaria, this gives an idea of the education systems used, the level of digital skills of the teachers, administration and students, the presence of intellectual property protection systems in an online environment and the preparedness with learning materials for this type of learning.

Our general findings based on the empirical research could be summarized as follows: the central part of Bulgarian universities did not provide special technical equipment for their staff in the period of home office work during COVID-19 restrictions and social isolation. The support role of universities could be found only in software solutions. Our results also show that most Bulgarian universities did not provide their staff with special training to improve their computer and digital skills. At the same time, almost all have to conduct online lectures. The most well-known platform for Bulgarian HEIs is Teams, followed by ZOOM and Skype. Traditionally, Bulgaria and educational institutions have good Internet infrastructure, including classrooms.

In conclusion, Bulgarian universities must reconsider and implement specific policies to support their staff (including administration and academics) by providing exceptional training and equipment to prepare them for the next step of digitization.

Today's education faces major transformations caused by integrating new digital technologies into academic activity and the active demand for effective training models. Digitization undoubtedly changed our educational system, but we cannot say that the value of old classroom education has been reduced. The best part of the digitization of education in the 21st century is that the two forms of education can be successfully combined. Digitization in education also appears to be the proper method of saving resources; thus, digitizing the education system in the 21st century also proved to be a grace for our society.
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Abstract. Despite the fact that population ageing in the European Union is in full swing, and policy makers are pushing for extending of working lives, there is a group of older people, whose employment potential in labor market ends up dormant. The phenomenon of early retirement is worthy of a deeper research from the point of view of human resources management, as employers facing issues of digital economy often lose a skilled workforce and labor market is depleted of the potential of this group. The article is focused on the research of three factors in relation to the desire to retire early: "job satisfaction", "job physical demands" and "afraid health limits ability to work before regular retirement in job". The influence of selected factors on the desire of workers to retire early is specified through quantitative analysis of data from the SHARE - Survey of Health, Aging and Retirement in Europe. Chi-squared test of independence, Cramér’s V for dependence tightness and standardized (adjusted) Pearson residuals are used for analyzes. Results show the strongest intensity of dependence in relation to the desire to retire early with the job satisfaction factor. There is a weak dependence tightness in factors of the job physical demands and the individuals’ health limits within professional performance. The analysis shows that it is very important that employers try to make their employees satisfied with job, because the consequences of such an effort are reflected in the employees’ decision making whether to stay in job or to leave labor market through early retirement.
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1. Introduction

There are various reasons for extending the working lives of older people in the European Union (EU). The aging of countries’ populations (Belloni et al. 2019) and retirement policies (Stiller et al. 2021) that take this phenomenon into account are probably the initial impulses for the growing proportion of economically active people in the labor market. On the one hand, in addition to policies to prolong working lives, gradual retirement or active aging, there is a group of people whose employment potential remains untapped in the labor market and prefers early retirement. Monitoring the early retirement phenomenon is important from the point of view of human resources management to identify trends and causalities of older people’s learning and development to keep them competitive in the digital economy and to capture the changes in the labor market structure as well. What are the factors and motives influencing the working life of older people who opt for this non-mainstream solution?

This article is focused on the research of factors of job satisfaction, physical demands of work performed and individuals’ health limits within professional performance in relation to the decision to early retirement in selected EU countries. The presumption of the chosen relationships is based on the assertion that job dissatisfaction (Jackson et al. 2018), physical demands (Sundstrup et al. 2021) and deteriorating health (Axelrad 2018; Qvist 2021) result in early retirement. Data for this research come from the SHARE database - Survey of Health, Aging and Retirement in Europe. The aim of the article is to specify the impact of selected factors on the desire of workers to retire early through quantitative analysis. The paper continues as follows: theoretical background, research objective and methodology, results and discussion, conclusions.

2. Theoretical background

The employment of older people is at the heart of researchers’ attention, mainly due to the global phenomenon of population aging. The very phenomenon of longevity (European Commission, Eurostat 2020) or age structure (Kumar et al. 2021) is an essential factor with regard to active economic life. Literature review is focused on factors related to the extending of working lives of older people in the labor market and on factors influencing early retirement.

The factors and reasons for extending the working life of older people in retirement age are diverse. On the one hand, there is a group that indicates the lower importance of factors of financial motivation and job stability (Łaszkiewicz, Bojanowska 2017) and higher job satisfaction, and on the other one that needs to ensure or increase a sufficient income and pension base (European Commission, Eurostat 2020), or preferring the well-being of state-guaranteed social benefits: financial benefits, health care, the opportunity to reconcile work and family responsibilities (Aidukaite, Blaziene 2021). The decision to work at an older age may stem from self-confidence in one's own work performance in conjunction with adequate health (You, Lee 2021; Kalenkoski, McCarty 2021), in flexibility of work attendance (Principi et al. 2018), in a vision of qualified, decent and sustainable work that makes sense (Fournier et al. 2018), but also for fear of losing dignity by acquiring retired status for men (Daye 2005) or lower income (Principi et al. 2018; Moskvina 2022). One reason may be financial incentives for employers to employ older people (Focarelli, Zanghieri 2005). Older people who choose to work in retirement age are mainly employed part-time (Vodopivec, Arunatilake 2011; European Commission, Eurostat 2020; Mao, Normand 2022) or decide to start a business (Wahrendorf et al. 2017; European Commission, Eurostat 2020) when they experience a higher level of life satisfaction (Axelrad et al. 2020). Education and training (McNair 2006; Fuchs 2013; Rutkiene, Lengviniene 2016; Kadlecova 2018; Midtsundstad, Nielsen 2019; Ambarova, Zborovský 2019; Blien, Hirschenauer 2020) is an important and supportive prerequisite for older people remaining economically active in the labor market. Another decisive factor in prolonging the working life of older people is their health status (Wahrendorf et al. 2016; Wahrendorf et al. 2017; Ćwirlej-Sozańska et al. 2018; Neary
et al. 2019; Cristea et al. 2020). Older people in European countries, where GDP growth and unemployment are higher, retire later (Axelrad 2018). The reasons for extending the working life of women from a gender perspective are colleagues, job description, opportunity for development and advancement, positive contribution to the running of the organization, challenging work challenges, flexible working conditions, small group work (Edge et al. 2017) and fertility (Stafford et al. 2019).

On the contrary, non-extension of older people's working lives is reflected in the most common reasons for leaving the last job, such as normal retirement, end of service, dismissal or redundancy, illness or disability, early retirement, childcare or incapacity for adults, personal or family reasons (European Commission, Eurostat 2020). The low participation of older people in the labor market is strongly linked to the culture of retirement (Jansen 2013; Jansen 2018), but also to the desire to remain on well-deserved rest and a sense of moral responsibility for vacating the younger generation of workers (Principi et al. 2018). Discrimination of older people in the labor market is a significant demotivating factor in working life (Brazienė, Mikutavičienė 2015; Sobolewska-Poniedziałek, Niewiadomska 2016; Topgul 2016; Pawera, Jančíková 2017; Krajňáková, Vojtovič 2017; Kozina, Zangieva 2018; Amorim et al. 2019; You, Lee 2021). The cause (Edge et al. 2017) and consequence (Whitley, Popham 2017) of deciding not to continue working life in old age tends to deteriorate, but mental decline has not been reported in the cognitive abilities of retired individuals who have acquired a difficult career working with people (Meng et al. 2017). Widowing plays an important role in not prolonging working life (Schreiber 2018) as well. From a gender perspective, the reasons for not prolonging the working life of older women are social and leisure activities, caring for relatives, level of education and employment, social class, status, negative social norms and prejudices about aging (Edge et al. 2017), traditional gender role in employment (Van der Horst et al. 2017; European Commission, Eurostat 2020) and increased early retirement (Fischer, Müller 2020). Groups of low-skilled women working in industry or occupations who require low or average skills and those living with a non-working partner are less likely to prolong working lives (Hardy et al. 2018).

Early retirement in European countries is preferred where there is a low gross domestic product growth and / or deteriorating health conditions (Axelrad 2018). The low and middle income classes of Norway are stimulated by the tax system for early retirement (Hernoes et al. 2000) and for males it is caused by low autonomy in their job as well (Blekesaune, Solem 2005). In Croatia, the reasons for early retirement are employment in the private sector, low quality of life, lower education and deteriorating health (Badun, Smolic 2018). Topa et al. (2018) point to the importance of reasons for early retirement such as the timing of the employer's pension, organizational pressure, financial security, deteriorating health. Rheumatoid arthritis is a specific reason for early retirement due to medical conditions in Portugal (Luis et al. 2020). Moreira et al. (2018) found that the most likely reason for early retirement is a disproportionate effort and appreciation at work. Risk factors for early retirement in Denmark are working in poor health, previous periods of unemployment and poor quality of work (Qvist 2021).

3. Research objective and methodology

The EU labor market is beginning to show labor shortages at present. Based on forecasts of population development and aging, it can be assumed that labor shortages in the EU will increase in the future (Eurostat 2022). Approaches that allow employers to keep employees in their jobs for as long as possible will therefore become increasingly important. The work skills, abilities and competences of employees who retire early are not fully used. It is possible to assume that a significant part of employees who retire early would be willing to stay in work if certain conditions are met. A change in their decision could be positive for both the employer and the labor market.

The research is focused on the quantitative analysis of the data of the SHARE (2022) questionnaire - Survey of Health, Aging and Retirement in Europe. The aim of the article is to specify the influence of selected factors on the desire of workers to retire early. Selected factors are: "satisfied with (main) job", "job physically demanding".
"job afraid health limits ability to work before regular retirement in (main) job". These factors are included in the SHARE questionnaire survey in the form of questions. The rationale for the choice of factors is given in the section below. The quantitative analysis is aimed for verification of dependencies between the desire to retire early and selected factors. There is expressed the intensity of the dependence between them in the next step. Finally, the analysis is focused on the relationships significance. Thus, based on the answers to the questions related to the factors, it is found out whether it is possible to anticipate what the answers will be to the desire to retire early. Research can provide employers with important information related to influencing employees' desire to retire early.

The source of the data researched is the answers within the systematic questionnaire survey SHARE - Survey of Health, Aging and Retirement in Europe, which is aimed at people aged 50 and over in Europe. The survey is organized regularly and the answers are published. The first wave of research was conducted in 2004. This research is primarily based on a questionnaire survey focused on Employment and Pensions. Data from the Wave 8 are used, which was conducted in 2019 and 2020 (Börsch-Supan et al. 2013; Gruber et al. 2014; Bergmann, Börsch-Supan 2021, Börsch-Supan 2022; Börsch-Supan, Gruber 2022). The research is limited to the EU countries that were involved in the SHARE survey. Thus, the answers of respondents are used from the following EU countries: Austria, Belgium, Bulgaria, Croatia, Cyprus, the Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Italy, Latvia, Lithuania, Luxembourg, Malta, Netherlands, Poland, Romania, Slovakia, Slovenia, Spain and Sweden. Switzerland and Israel are European countries in which a questionnaire survey is also conducted. However, focus is on EU countries, so the results of the questionnaire survey from both countries are not used.

This is process how the dependent random variable is chosen. Initial focus in the survey is on respondents' desire to retire early. It is found out from the answer to the question from the questionnaire "Employment and pensions": "Are you looking for early retirement in (main) employment?". Respondents' answers could be: "Rejection", "I don't know", "Yes" and "No". This is process how the independent random variables are chosen. There are many factors that affect the desire to retire early. Job satisfaction is important when making decisions. This is determined in various ways. One of them is "the balance between efforts and rewards in the last job" (Schnalzenberger et al. 2014). Another option is to evaluate job satisfaction based on the subjective feeling of workers. The research is focused on the subjective feelings of workers. It is used the answer to the question "satisfied with (main) job. Job satisfaction may depend on a variety of factors. It is limited both by the employee and by the type of work. Thus, the intention is to find out whether satisfaction or dissatisfaction with job directly depend on the physical abilities of the worker or on the complexity of the job. Because of this reason, it is payed attention to the health possibilities of workers and the physical demands of job as well.

The research is focused on three factors:

- "satisfied with (main) job",
- "job physically demanding",
- "afraid health limits ability to work before regular retirement in (main) job", which are evaluated on the basis of the subjective feeling of workers.

It can summarized from the mentioned above that the following research issues are addressed:

1/ How does "satisfied with (main) job" affect the desire to retire early?
2/ How does "job physically demanding" affect the desire to retire early?
3/ How does "job afraid health limits ability to work before regular retirement in (main) job" affect the desire to retire early?
The procedure is as follows:
- Null and alternative hypotheses are formulated.
- Null hypotheses are verified by the Chi-squared test of independence. The p-value is expressed in addition and conclusion of hypothesis testing is made.
- The dependence tightness (intensity) is expressed by the Cramér’s V coefficient.
- It is identified where the relationship is occurred by using standardized (adjusted) Pearson residuals (Vomáčka 2022).

Part of the quantitative analysis of the questionnaire results is the testing of statistical hypotheses using Chi-squared test of independence, Cramér’s V for dependence tightness and standardized (adjusted) Pearson residuals, which are used to determine how the relationships indicate.

Chi-squared ($\chi^2$) test of independence is used to analyze the relationship between the nominal random variable: "satisfied with (main) job", which has the values "Refusal", "Don't know", "Yes" and "No" and other random variables. The null hypothesis of $H_0$ is that there is no dependence between the random variables. An alternative hypothesis $H_1$ is that there is a dependence between random variables. The statistics of $\chi^2$ shall be expressed on the basis of empirical figures in a contingency table and on the basis of expected numbers based on the relationship

$$\chi^2 = \sum_{i=1}^{R} \sum_{j=1}^{S} \frac{(n_{ij} - m_{ij})^2}{m_{ij}},$$

where $R$ is the number of rows and $S$ is the number of columns, $n_{ij}$ are empirical numbers in the $i$-th row and in the $j$-th column of the contingency table, $m_{ij}$ are the expected (theoretical) values. Statistics of $\chi^2$ take values from the interval $\langle 0, n(q-1) \rangle$, where $q$ is the minimum of the number of rows and the number of columns in the contingency table, $n$ is the file range. Statistics of $\chi^2$ have $(R-1)(S-1)$ degrees of freedom ($df$). A prerequisite for the use of Chi-squared test of independence is that the expected numbers do not have a value of less than 5 in at least 80% of the fields and values of at least 1 occurred in the other fields (Řezanková 2007).

The dependence tightness (intensity) is expressed on the basis of the coefficient $\varphi$, which can be derived from the Bravais-Pearson correlation coefficient $r$ (Claus, Ebner 1988). If at least one random variable is dichotomous, then the coefficient $\varphi$ is equal to the Cramér’s V (Řezanková 2007). It is applied that:

$$\varphi = \frac{\chi^2}{\sqrt{n}},$$

$$V = \frac{\chi^2}{\sqrt{n(q-1)}},$$

where $q$ is the minimum of the number of rows and the number of columns in contingency table, $n$ is the number of units. Statistical hypotheses testing is evaluated on the basis of the p-level. The analyzes are made in the Statistica and SPSS programs.
Standardized (adjusted) Pearson residuals are used to find out where the relationship is. It allows to find out in which parts of the contingency table the relationship between random variables indicates itself. Adjusted residuals are residuals divided by standard error of estimate. Standardized residuals are expressed in units of standard deviation above or below the average.

4. Results and discussion

Regarding the goal of the research:
- Null and alternative statistical hypotheses are formulated. Their aim is to verify the relationship between the desire to retire early and the three selected factors.
- In the next step dependence tightness (intensity) is verified.
- More detailed indication of relationship itself is defined if there is a relationship between the random variables. Conclusions are drawn by comparing the number of actual responses with the counts of expected values.

In the case of "satisfied with (main) job", it is assumed that if respondents are dissatisfied with job, it leads to earlier retirement (Jackson et al. 2018). More precisely, if the respondents are not satisfied with the job, then to the question "Early retirement" the actual values of the answers "Yes" are more frequent than expected and less often than expected are the answers "No". At the same time, it is assumed that if the respondents are satisfied with the work, they answer "Yes" to the question "Early retirement" less often than expected and answer "No" more often than expected.

In the case of "physically demanding job", it is assumed that when respondents answer "Strongly agree" and "Agree", they answer "Yes" to the question "Early retirement" more often, that they want to retire early and less often answer "No" as is expected.

In the case of "afraid health limits ability to work before regular retirement in (main) job", it is assumed that when respondents answer "Yes" they answer "Yes" to the question "Early retirement" more often, they want to retire early and less often they answer "No" as expected.

Null hypothesis 1H0
There is no dependence between the random variables "Satisfied with (main) job" and "Early retirement".

Alternative hypothesis 1H1
There is a dependence between the random variables "Satisfied with (main) job" and "Early retirement".

"Satisfied with (main) job" has the following answer options: "Strongly agree", "Agree", "Disagree", "Strongly disagree", "Refusal" and "Don't know".

<table>
<thead>
<tr>
<th>Satisfied with (main) job</th>
<th>Early retirement</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>636</td>
<td>1792</td>
</tr>
<tr>
<td>Agree</td>
<td>1312</td>
<td>1186</td>
</tr>
<tr>
<td>Disagree</td>
<td>287</td>
<td>63</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>55</td>
<td>11</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td><strong>2290</strong></td>
<td><strong>3052</strong></td>
</tr>
</tbody>
</table>

Source: own calculations based on data from Börsch-Supan et al. (2013), Gruber et al. (2014), Bergmann, Börsch-Supan (2021), Börsch-Supan (2022), Börsch-Supan, Gruber (2022), SHARE (2022)
There are excluded answers where respondents did not know or did not want to comment. The answers: "Refusal" and "Don't know" are excluded for both random variables. The research is based on the answers from 5342 respondents. 2925 for females (54.75%) and 2417 for males (45.25%) of the total number of respondents.

The number of responses is given in the contingency table (Table 1). None of the expected values is less than 5. The lowest expected value is 28.293. The condition for using the Chi-squared test of independence is met. There are expressed contingency tables in the Statistica program from the data, calculated the expected value (Table 2.), calculated the chi-squared statistic value (Table 2.) and the p-level (Table 2.).

<table>
<thead>
<tr>
<th>Pearson’s $\chi^2$</th>
<th>633.633, df=3, p=0.000</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Early retirement</strong></td>
<td></td>
</tr>
<tr>
<td>Satisfied with (main) job</td>
<td>Yes</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>1040.831</td>
</tr>
<tr>
<td>Agree</td>
<td>1070.839</td>
</tr>
<tr>
<td>Disagree</td>
<td>150.037</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>28.293</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td>2290.000</td>
</tr>
</tbody>
</table>

**Source:** own calculations based on data from Börsch-Supan et al. (2013), Gruber et al. (2014), Bergmann, Börsch-Supan (2021), Börsch-Supan (2022), Börsch-Supan, Gruber (2022), SHARE (2022)

Based on the p-level, the null hypothesis $H_0$ is rejected and the alternative hypothesis $H_1$ is accepted. There is a dependence between the random variables "Satisfied with (main) job" and "Early retirement". Cramér's V is used to express the dependence tightness (intensity). Its value is 0.344. The p-level is less than or equal to 0.001. The coefficient $\varphi$ is statistically significant. It can be stated that there is a weak to medium dependence between the random variables "Satisfied with (main) job" and "Early retirement".

Based on standardized (adjusted) Pearson residuals (Table 3.), it can be concluded that respondents who answered the question "Satisfied with (main) job" that they are "Strongly agree" to the question "Early retirement" answered "Yes" less often than expected and more often as expected they answered "No". For the other positive answers (i.e. "Agree") to the question "Satisfied with (main) job", the actual values of the answers "Yes" to the question "Early retirement" were more frequent than expected and the answers "No" were less often than expected. Similar tendencies were observed when respondents answered "Satisfied with (main) job" with "Disagree" or "Strongly disagree".

<table>
<thead>
<tr>
<th>Adjusted Residual/Standardized residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfied with (main) job</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
</tr>
<tr>
<td>Agree</td>
</tr>
<tr>
<td>Disagree</td>
</tr>
<tr>
<td>Strongly disagree</td>
</tr>
</tbody>
</table>

**Source:** own calculations based on data from Börsch-Supan et al. (2013), Gruber et al. (2014), Bergmann, Börsch-Supan (2021), Börsch-Supan (2022), Börsch-Supan, Gruber (2022), SHARE (2022)
It can be concluded from the stated above that workers who are dissatisfied with job in both levels tend to retire early to a greater extent, respectively to a lesser extent not to retire early than expected.

The degree of statement is important for workers who are satisfied with their job. Only workers who are "Strongly agree" with their job tend to retire less often than expected or more often not to retire early. In the case of "Agree" answers, the tendencies are similar to those in which the workers are not satisfied with the work.

It follows that employers should care about employees being significantly satisfied ("Strongly agree") with their job. If employees are dissatisfied with job of various degrees, then for the employer, this means that employees will want to leave to early retirement more than expected.

**Null hypothesis 2H0**
There is no dependence between "Job physically demanding" and "Early retirement".

**Alternative hypothesis 2H1**
There is a dependence between "Job physically demanding" and "Early retirement".

"Job physically demanding" has the following answer options: "Strongly agree", "Agree", "Disagree", "Strongly disagree", "Refusal" and "Don't know".

<table>
<thead>
<tr>
<th>Table 4. Contingency table</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Job physically demanding</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
</tr>
<tr>
<td>Agree</td>
</tr>
<tr>
<td>Disagree</td>
</tr>
<tr>
<td>Strongly disagree</td>
</tr>
<tr>
<td>Sum</td>
</tr>
</tbody>
</table>

Source: own calculations based on data from Börsch-Supan et al. (2013), Gruber et al. (2014), Bergmann, Börsch-Supan (2021), Börsch-Supan (2022), Börsch-Supan, Gruber (2022), SHARE (2022)

The answers where respondents did not know or did not want to comment are excluded. The answers: "Refusal" and "Don't know" are excluded for both random variables. There are used answers total of 5344 respondents (Table 4.). None of the expected values is less than 5. The minimum expected value is 480.58. The condition for using the Chi-squared test of independence is met.

Based on the p-level (Table 5.), the null hypothesis 2H0 is rejected and the alternative hypothesis 2H1 is accepted. There is a dependence between the random variables "Job physically demanding" and "Early retirement". Cramer's V is used to express the intensity of the dependence. Its value is 0.280. The p-level is less than or equal to 0.001. The coefficient φ is statistically significant. It can be stated that there is a weaker intensity of dependence between the random variables than in the case of the dependence between the random variables "Satisfied with (main) job" and Early retirement ".
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Table 5. Expected values

<table>
<thead>
<tr>
<th>Job physically demanding</th>
<th>Early retirement</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
<td>Sum</td>
</tr>
<tr>
<td>Strongly agree</td>
<td>480.578</td>
<td>640.422</td>
<td>1121.000</td>
</tr>
<tr>
<td>Agree</td>
<td>611.762</td>
<td>815.238</td>
<td>1427.000</td>
</tr>
<tr>
<td>Disagree</td>
<td>685.928</td>
<td>914.072</td>
<td>1600.000</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>512.731</td>
<td>683.269</td>
<td>1196.000</td>
</tr>
<tr>
<td>Sum</td>
<td>2291.000</td>
<td>3053.000</td>
<td>5344.000</td>
</tr>
</tbody>
</table>

Source: own calculations based on data from Börsch-Supan et al. (2013), Gruber et al. (2014), Bergmann, Börsch-Supan (2021), Börsch-Supan (2022), Börsch-Supan, Gruber (2022), SHARE (2022)

Based on standardized (adjusted) Pearson residuals (Table 6.), it can be concluded that respondents who answered "Strongly agree" and "Agree" in connection with "Job physically demanding" answered the question "Early retirement" "Yes" more often than expected and instead answered "No" less often than expected. The opposite situation was with the answers "Disagree" and "Strongly disagree".

Table 6. Adjusted residuals/Standardized residuals

<table>
<thead>
<tr>
<th>Job physically demanding</th>
<th>Early retirement</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>7.5/5.0</td>
<td>-7.5/-4.4</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>5.0/3.2</td>
<td>-5.0/-2.8</td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>-4.0/-2.6</td>
<td>4.0/2.2</td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>-8.1/-5.4</td>
<td>8.1/4.7</td>
<td></td>
</tr>
</tbody>
</table>

Source: own calculations based on data from Börsch-Supan et al. (2013), Gruber et al. (2014), Bergmann, Börsch-Supan (2021), Börsch-Supan (2022), Börsch-Supan, Gruber (2022), SHARE (2022)

Null hypothesis 3H0
There is no dependence between "Afraid health limits ability to work before regular retirement in (main) job" and "Early retirement".

Alternative hypothesis 3H1
There is a dependence between "Afraid health limits ability to work before regular retirement in (main) job" and "Early retirement".

"Afraid health limits ability to work before regular retirement in (main) job" has the following answer options: "Strongly agree", "Agree", "Disagree", "Strongly disagree", "Refusal" and "Don't know".
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Table 7. Contingency table

<table>
<thead>
<tr>
<th>Afraid health limits ability to work before regular retirement in (main) job</th>
<th>Early retirement</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Yes</td>
<td>1326</td>
<td>2133</td>
</tr>
<tr>
<td>No</td>
<td>649</td>
<td>3449</td>
</tr>
<tr>
<td>Sum</td>
<td>1975</td>
<td>5582</td>
</tr>
</tbody>
</table>

Source: own calculations based on data from Börsch-Supan et al. (2013), Gruber et al. (2014), Bergmann, Börsch-Supan (2021), Börsch-Supan (2022), Börsch-Supan, Gruber (2022), SHARE (2022)

The answers where respondents did not know or did not want to comment are excluded. The answers: "Refusal" and "Don't know" are excluded for both random variables. There are used answers total of 7557 respondents (Table 7.). None of the expected values is less than 5. The minimum expected value is 904. The condition for using the Chi-squared test of independence is met.

Table 8. Expected values

<table>
<thead>
<tr>
<th>Afraid health limits ability to work before regular retirement in (main) job</th>
<th>Early retirement</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Yes</td>
<td>904.000</td>
<td>2555.000</td>
</tr>
<tr>
<td>No</td>
<td>1071.000</td>
<td>3027.000</td>
</tr>
<tr>
<td>Sum</td>
<td>1975.000</td>
<td>5582.000</td>
</tr>
</tbody>
</table>

Source: own calculations based on data from Börsch-Supan et al. (2013), Gruber et al. (2014), Bergmann, Börsch-Supan (2021), Börsch-Supan (2022), Börsch-Supan, Gruber (2022), SHARE (2022)

Based on the p-level (Table 8.), the null hypothesis $H_0$ is rejected and the alternative hypothesis $H_1$ is accepted. There is a dependence between the random variables "Afraid health limits ability to work before regular retirement in (main) job" and "Early retirement". Cramér's V is used to express the intensity of the dependence. Its value is 0.255. The p-level is less than or equal to 0.001 (Table 8.). The coefficient $\varphi$ is statistically significant. It can be stated that between the random variables there is a weaker intensity of dependence than in the case of "Satisfied with (main) job" and "Job physically demanding".

Table 9. Adjusted residuals/Standardized residuals

<table>
<thead>
<tr>
<th>Afraid health limits ability to work before regular retirement in (main) job</th>
<th>Early retirement</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Yes</td>
<td>22.2/14.0.</td>
<td>-22.2/-8.3</td>
</tr>
<tr>
<td>No</td>
<td>-22.2/-12.9</td>
<td>22.2/7.7</td>
</tr>
</tbody>
</table>

Source: own calculations based on data from Börsch-Supan et al. (2013), Gruber et al. (2014), Bergmann, Börsch-Supan (2021), Börsch-Supan (2022), Börsch-Supan, Gruber (2022), SHARE (2022)

Based on standardized (adjusted) Pearson residuals (Table 9.), it can be concluded that respondents who answered "Yes" in relationship with "Afraid health limits ability to work before regular retirement in (main) job" answered the question "Early retirement" "Yes" more often than expected and less often said "No". The opposite situation
was when the respondents answered "No" to the question "Afraid health limits ability to work before regular retirement in (main) job".

The strongest intensity of dependence is in the case of "Satisfied with (main) job" and "Early retirement" from the analyzes above. Satisfaction with job therefore appears to be an important factor that influences respondents' desire to retire early. In the other two cases, the intensity of dependence is weak.

The relationship assumed was based on the statement: dissatisfaction with job leads to earlier retirement by Jackson et al. (2018). The results of research confirm the statement. However, the opposite statement that job satisfaction does not lead to early retirement was not confirmed. The degree of satisfaction (consent) is important for respondents who are satisfied with their work. Only respondents who are "Strongly agree" with their job tend to retire early less often than expected or more often not retire early than expected. In the case of "Agree" answers, the tendencies are similar to those in which the respondents are not satisfied with their job. Thus, respondents are influenced by other factors when deciding to retire early in this case. The disadvantage for employers is that if employees are not satisfied with the job, then in both response intensities they want to retire more than expected, but if they are satisfied with the job, then only in the case of "Strongly agree" they have the desire less often retire early than expected. What leads employees to say that their job satisfaction claim is "Strongly agree" will be the subject of the further research.

The article is focused on early retirement. It is affected by several factors. One of them is the minimum retirement age and the minimum number of years of service, which vary from one EU country to another. It is assumed that the higher the retirement age, the more employees will want to retire early. However, specifics of individual countries are not taken into account. As part of the analyzes, respondents who did not answer the question or answered I do not know or did not want to answer are excluded. Such exclusion may cause distortion.

4. Conclusions

The research is focused on the factors that influence employees in their decision to retire early. Early retirement can affect both the employer and the labor market. Suddenly, when an employee retires early, the employer may lack his knowledge, skills and competences. The retirement of a large proportion of employees can significantly reduce the size of the workforce and thus have a negative impact on the labor market.

SHARE - Survey of Health, Aging and Retirement in Europe questionnaires were used to research the influence of factors on the decision to retire early and the results of respondents from EU countries were evaluated by quantitative analysis. The aim of our paper was to specify the influence of selected factors on the desire of workers to retire early. The selected factors were: "satisfied with (main) job", "job physically demanding", "job afraid health limits ability to work before regular retirement in (main) job". The research used the Chi-squared (χ²) test of independence and Cramér's V is used to express the intensity of the dependence. Standardized (adjusted) Pearson residuals were used to find out how the relationships indicate.

Based on the quantitative analysis, it can be summarized that the strongest intensity of dependence is in the case of "Satisfied with (main) job" and "Early retirement". Job satisfaction is a significant factor that influences respondents in their decision to retire early. The analyzes confirm the statement that dissatisfaction with job leads to early retirement. The argument that job satisfaction does not lead to early retirement was not confirmed. The degree of satisfaction is important for respondents who are satisfied with their work. Respondents who are "Strongly agree" with their jobs thus tend to retire early less often than expected or more often not retire early than expected. However, in the case of "Agree" answers, the tendencies are similar to those in which the respondents are not satisfied with their work. The analysis shows that it is very important that employers try to make their employees very satisfied with their job. Ultimately, such an effort for job satisfaction will be return to
employers back. The phenomenon of early retirement is to be researched in a more detailed way from the perspective of human resources management, because at the time of digital economy change (Szeles, Simionescu 2020; Herman 2022), employers cannot afford to let productive employees leave and labor markets to lose skilled workforce as one of the pillars of competitiveness of economies (Navarro et al. 2017).
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Abstract. The spa industry is one of the sectors of economic activities that react sensitively to natural, political, economic, legislative, and social changes. Even today, in the era of digitization, it is challenging to find the possibility of replacing human labor. Their live work realizes the preparation of the facilities and the offer of the services themselves. Social contact is essential to maintain the high quality of services provided in the spa, which requires high staff engagement. Employees create a real business relationship with the customer. This study’s primary goal is to identify the motivation preferences of different employee generations in spa industry. The research methods used in the paper are general theoretical methods of scientific knowledge - induction, deduction, analysis, comparison, synthesis of available bibliographic sources, and scientific abstraction for generalization of results. Furthermore, we used the methods of descriptive statistics. The survey was an essential source of information. We tackled spa industry employees in Slovakia and the Czech Republic.
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1. Introduction

The spa industry is a set of activities of specific infrastructure and human resources in the fields of knowledge and practice, which are focused on the knowledge of natural healing resources and the implementation of techniques and procedures for the treatment of various somatic, psychosomatic and psychological problems. The spa industry aims to prevent and cure human diseases, regenerate powers, and relax. It is associated with the use of the power of natural healing resources and the beauty of the natural and compositional cultural environment. Spa services require high employee commitment. Their diligent work implements the preparation of the facilities and the offer of the services themselves. Employees create a real business relationship with the customer. It is necessary to fulfill the substantive side of the business, to provide the means to produce the service. The quality of personnel determines the success of the valorization of inputs and resources of production. The quality of personnel is mainly their qualifications, ability to adapt to requirements, and motivation to produce quality goods or services (Ližbetinová & Hitka, 2016; Popescu & Surcel, 2017; Lee et al., 2022). A capable and competent worker should be broadly educated (Senkova et al., 2016); education must not only be narrowly specialized but must also focus on developing associated skills in modern times. These abilities and competencies are individual characteristics that reflect a person's expression in particular situations and behavior. If a person is competent, it is because abilities act together. Using knowledge, abilities, and individual skills at the right moment guarantees the solution of a problem situation, position, or function (Dale & Robinson, 2001; Lyu & Liu, 2021). Education and the associated quality of human potential have an important role in tourism. In this regard, Baum, Amoah, and Spivack (1997) state that the human factor is one of the crucial points in the tourism supply. We include creativity - the ability to break with established dogmas, to bring about the possibility of unusual combinations of thought processes that have not been used before, facilitating surprising solutions among the core competencies of tourism personnel (Suwannarat, 2021; Vu et al., 2021). The ability to work independently is also important - it represents coherent work in a given position and awareness of a clear goal of a satisfied customer. To use the acquired information in a focused and planned manner to make decisions and solve the situations and problems encountered (Ibrahim et al. 2022). Collaboration with colleagues and work units - is essential in tourism services as it is collective work. Transferring individual skills to group work processes is extremely important. Common thoughts, opinions, and ideas combined with a common goal mean effective teamwork. Critical thinking is the most valued quality of today's managers. The ability to think to develop ideas critically is a unique competitive advantage for a company. Critical thinkers are the most valued capital of a company as they bring innovative thoughts and ideas. The ability to evaluate and justify is the ability of an employee to systematically and factually evaluate the results of their work, joint work, and other people's work, using adequate weighting. Developed learning skills are thinking in context and a systematic approach to learning. This ability seems to be the most important for the future, given the constant changes and rapid development of the world around us (Vu, Nguyen & Nguyen, 2021). Performance is the ability to perform and persevere as performance needs to be given consistently throughout the work or increased. A high-performing employee makes good use of his time and the resources entrusted to him, adding value to the enterprise. The innate ability to communicate is not only the active transmission of information but also the ability to listen and understand. Good communication is the basis for solving problems and conflicts that arise. In management positions, it is necessary as it is associated with delegating tasks. Responsibility is a characteristic of employees who approach tasks conscientiously and successfully try to bring them to a solution or goal. It is about adhering to the rules, regulations and standards that are in place in the company and taking care of entrusted objects, company information, customers, colleagues, or superiors. The ability to solve problems that arise comes to the fore at the most difficult times. This type of employee prevents financial or material losses and is an added value to the company (Penalba-Aguirrezabalaga et al., 2021). The person can analyze the situations that arise and make the right decision. Although the behavioral patterns we discussed should be universal, the scietists claim that motivational drivers are different for different generations (Mahmoud et al., 2020a, 2020b; Timilsina et al., 2021). Below we will discuss the peculiarities of different generations' attitudes (see Findings section).
2. Objective and methods of work

The right leader and manager are needed to awaken the above-mentioned desired qualities. Motivating employees in the spa industry is essential in terms of constant contact with the guest. Properly motivated employees are ready to work at the required intensity and performance. We can encourage employees in two ways. First is the reason itself, where people seek work that fulfills their motives and needs; the primary motivating factor is money to meet the standard of living. The second form of motivation is motivation by the management of the enterprise. The primary motivational tools in modern society are the creation of good interpersonal relations and fair treatment of all employees in all areas of employment policy.

The present study aims to identify the motivation preferences of different employee generations in the example of spa industry based on the analysis of data from a questionnaire survey.

We conducted a questionnaire survey in four joint-stock companies engaged in offering spa services from December 2021 to January 2022. The questionnaire was developed based on the employers' requirements to determine employee satisfaction as an essential feedback tool for creating a suitable motivational environment for developing the required competencies and staff stabilization. We evaluated the data using descriptive statistical methods, comparison, and synthesis. For our study, we present selected questions.

3. Findings

Important identifying feature of the sample was age. There are four generations of employees in the labor market, each with a different value orientation, loyalty to the employer, willingness to work extra hours, etc. In our survey, we captured the clash of all four generations of employees. The issue of motivation of different ages has been dealt with by many authors in their works (Smola & Sutton 2002; Arsenault, 2004; Kyles, 2005; Burke & Ng, 2006; Howe & Strauss, 2009; Chou, 2012; Ng et al., 2017; Fritsch et al., 2018; Hanafi et al., 2020; Angel, 2022; Moskvina, 2022).

The Baby Boomer generation is the generation born in the post-war period. Baby boomers were characterized by attitudes that changed or re-evaluated the definitions of traditional values. This generation was about continuity between the older and the following demographic cohort. Boomers are associated with their privilege. Many grew up in a period of rising prosperity following the massive postwar subsidies to housing and education in Europe and North America. This generational group in their era was profiled as the wealthiest, most active, and most physically fit compared to previous generations. They were the first generation to both expect and grow into better times. Indeed, this generation was reaching peak income levels, had convenient access to food and clothing, was programmatically working towards retirement, and recognized what the mid-life crisis brings. Their behavior toward a consumerist way of life is regularly criticized for inadequacy. Some members of this generation are still active in the labor market.

Members of Generation X were children who grew up in a period of shifting social values and were sometimes nicknamed "kids with a key around their necks" because of a lack of adult opportunities for supervision. This lack is due to changes in generational cohabitation, the increase in divorce rates, and the rising proportion of employed mothers prioritizing work careers over home-based childcare. These individuals were also referred to as the "MTV Generation" in adolescence and emerging adulthood due to their influences. They have been characterized as lazy, cynical, and disaffected individuals. In middle age, they are active, happy, and achieve work-life balance, according to research findings. This demographic cohort has been attributed to strong entrepreneurial tendencies.

The characteristics of Generation Y differ depending on each region's social and economic status. In the broader sense, this cohort is marked by a favorable attitude towards communications, media, and digital technologies.
Their upbringing has been marked by a more liberal approach to politics and economics in much of the world. The effects of this environment on them are contested. The great economic crisis that began in 2007 has significantly impacted this generation because it has affected them to the greatest extent. It has caused historically high levels of unemployment, leading to speculation about the possible long-term economic and social damage to this generation.

Generation Z is the first social generation that did not experience life before the internet and was given access to portable digital technology from an early age; despite not necessarily being digitally literate, its members have been nicknamed "digital natives." The adverse effects of the time spent in front of screens are most pronounced in the adolescents of this generation. Compared to previous generations, members of Generation Z in developed countries have a stronger tendency towards good manners, restraint, and risk aversion. Compared to their predecessors, they are slower for their age, have a lower propensity for teenage pregnancies, and are less likely to consume alcohol, but not necessarily addictive drugs. Teenagers seem more focused on achieving academic degrees and job perspectives, prioritizing them over immediate satisfaction of needs. Despite initial misgivings, they are much better than the generations of the 1960s in this regard. On the other hand, this generation is prone to sexting, i.e., sending, receiving, or forwarding sexually explicit messages, photographs, or videos for incomprehensible reasons.

The issue of preferences and differences across generations has been studied by many authors (Hill 2002, Bergh & Behrer 2012; Kudins, 2022). However, there is no consistency across generations, so the distribution of generations and the timing may be reported differently by different sources. As noted above, the traditional division of ages originated in the Americas. Research on the generations has mainly concerned their relationship to and use of modern technologies. For our survey in spa facilities, we defined the ages of the generations as follows, in line with the authors: baby boomers aged 56 and over, Generation X aged 46-55, Generation Y aged 26-45, Generation Z aged 18-25. In our survey sample, the largest generation was Generation Y (45%). The results are shown in the following Figure 1. More women are working in the spa segment (79% of respondents in our survey) than men (21% of respondents) due to the jobs in demand and the low average salary.

![Figure 1. The age structure of respondents](image)

Source: own processing based on survey results

Education is a process in which an individual acquires knowledge and skills and develops their abilities so that they are primarily employable in the labor market and can realize job offers. Preparing the workforce is quite demanding because of the constantly changing conditions that affect the production of goods and services and thus also affect the requirements of the force. We assumed that most employees in the spa sector have a high school education (65% of respondents) which is also based on the need for the positions. These respondents
mainly work in housekeeper, physiotherapist, nurse, and receptionist positions. 33% of the respondents have a university education and primarily work in physiotherapist, doctor, supervisor, and facility manager positions.

![Figure 2. The educational structure of respondents](source: own processing based on survey results)

The number of years of work for an employer reflects the employee's loyalty to the employer and is particularly characteristic of older generations. Younger generations are not as loyal to their employers, so it is necessary to create motivation programs to stabilize the younger generation of employees. It is noticeable that Generation Z members have worked for employers for the least number of years. This generation is a precarious workforce, and its stabilization and recruitment programs will need to be addressed from a sustainability perspective.

![Figure 3. Years worked in spa institutions](source: own processing based on survey results)

Furthermore, in our survey, we were interested in the satisfaction of the different generations with the working conditions and working environment, which of course, has a significant influence on the stabilization of the workforce in the future. Generation Z is the least satisfied, which may also result from the overall value orientation of young people in this generation. They do not see a perspective for themselves in these institutions and may find the work boring. Surprisingly, Generation Y is quite satisfied and is currently the largest generation in the spa industry. This share is mainly explained by the fact that these are primarily women who are mothers and are comfortable working in these facilities, mainly because of family care. The spa facilities are located in less densely populated villages, so commuting could also cause a problem in finding employment in a competitive environment. Surprisingly, the Baby Boomers (10.26%) are relatively dissatisfied, the workers employed by the
employer for the most extended period and are therefore a stable workforce. Exploring the reasons for dissatisfaction among this generation would require a deeper analysis. It may also be a case of fatigue from the stereotype of the environment and the post-COVID situation. This is a generation whose children are already becoming independent, relationships are breaking down, and they may appear disillusioned with life. The results are shown in Figure 4.

![Figure 4. Generations’ satisfaction with working conditions and working environment](source: own processing based on survey results)

Communication with employees is an essential factor affecting employee performance and the quality of service provided in this sector. From our findings, it is evident that members of Generation Z are the most dissatisfied with communication (completely dissatisfied and dissatisfied together 18.8%). Again, this may be a generational issue to different value orientations among young people and other ideas about the guidelines for the work to be done. This generation is typical in that most of their communication is done in the online space. They are more focused on applications and, possibly, do not understand communication from senior managers. This problem is also evident in other employers, so it needs more attention. Overall, however, the level of communication in the establishments surveyed can be considered satisfactory.

![Figure 5. Level of satisfaction with the quality of communication with the supervisor](source: own processing based on survey results)

Remuneration is one of the most effective tools to motivate and stabilize employees. The spa industry is a labor market sector that belongs to the tourism industry. We know that the level of remuneration in this sector is
relatively low and cannot compete with that of the industrial sectors. Moreover, this sector has been the most affected by the anti-pandemic measures. Wages in the tourism industry ranged from €623 to €1,582 in 2021, depending on the job position, while the average salary in accommodation and food services was €688.

A well-defined remuneration strategy stabilizes the workforce and improves the organization's performance. It must often balance potentially conflicting objectives. For example, it may be necessary to reconcile the seemingly contradictory efforts to be externally competitive and internally fair. In our survey, there was considerable dissatisfaction in remuneration among all generations, but most of all among Generation Z, where not a single respondent indicated complete satisfaction, while up to 63.64% of respondents were dissatisfied. From the perspective of stabilizing the future workforce, we consider this to be a significant problem. We would recommend addressing this as a strategic issue for individual organizations. The remuneration system includes monetary and non-monetary benefits, so it would be advisable to look for opportunities in the non-monetary remuneration mode in particular. For example, a so-called cafeteria system could be developed where employees could choose their benefits. The total rewards package should be designed so that employees understand the total value of the remuneration they receive and not just the piecemeal elements of it. The system should attract, retain and develop the best talent. The benefits of this approach are that it enables them to contribute to the success of the company, that it facilitates their work-life balance, and helps them to care about their family. It is necessary to look for, e.g. flexible employment opportunities, especially since the younger generation sees leisure time as a reward, i.e., to create a different organization of working time. And bonuses concerning the use of spa services together with family members can also lead to greater employee satisfaction, especially among older employees.

![Employee satisfaction with the remuneration system](image)

**Figure 6.** Employee satisfaction with the remuneration system  
*Source: own processing based on survey results*

We could not present all the survey findings in the present study, so we have selected only some exciting areas. It seems that it is necessary to investigate employees' opinions not according to the classical age structure but rather according to their belonging to particular generations, which have their specific value orientation and as it seems to be different across the generational spectrum. We assume that such an approach can be more effective in setting up systems for remuneration, stabilization, and motivation of employees. However, new methods often meet resistance from generations of managers who are essential members of older generations and cannot understand the changes that take place as part of generational change.
Conclusions and further discussion

Expectations of different generations are a frequently discussed topic among recruiters, managers or business owners.

Each of the generations has a different approach to work, which employers can use to their advantage to avoid unnecessary problems. We focussed on how the motivation of different generations differs in the labour market. The aim is to find recommendations on how to motivate them to better work performance, how to retain a qualified workforce, or how to attract new employees.

In our research we examined spa sector, which is specific to the irreplaceability of human labour. The spa business is widely spread, since it is common practice for hotels to offer wellness services. Labour productivity presents a match between labor input and output in the form of service.

The managers intend to create an efficient and fair system that will objectively assess the range of work in terms of the service provided. This is the most critical task of stabilizing and motivating the workforce.

Our research showed that generation Z shows significant dissatisfaction, if to compare with other age groups, is more demanding overall. Despite the fact that members of this generation are often inexperienced and also have an unrealistic idea of financial remuneration in the current labour market, the amount of salary is the most important thing for them. It is important to note that they are proficient in social media communication, but less skilled in face-to-face communication, as confirmed by the results of our survey.

The shortage of employees accentuates topicality of the research. Taking nto account the obtained resultst, it is inevitable to introduce elements of digitalization in this sector shortly. For example, self-service reception desks, chatbots for satisfaction assessment, and communication applications can increase the quality of service.

However, human work in this segment will be non-substitutable, so it will be necessary to rethink the current remuneration systems, stabilization, and motivation to meet customer requirements.

The results and findings of this study can serve as a basis for further research activities in the field of motivation of different generations of employees. Future research should focus on the expectations and willingness of different generations to adjust their labour market expectations, or it would be interesting and enriching to compare international analyses within this generation. The analysis could also be extended to include the expectations of the youngest generation, the Alpha generation, who will be entering the labour market. We anticipate that its perception will be the most different of all generations and the market itself will have to adapt to this.
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Abstract. The global COVID-19 pandemic in 2020-2021 resulted in the most significant disruption to school attendance in the history of humanity. Subsequent anti-pandemic caregivers demanded a shift to distance learning from kindergartens to higher education. Slovakia was one of the European Union countries with the most extended closed schools – 28 weeks. The main aim of the research was to analyze the impacts of the COVID-19 pandemic on education in the Slovak Republic by teaching civic and financial literacy in secondary schools in 2020-2021. In the form of in-depth interviews with selected teachers, the authors analyzed the actual state of education during the ongoing COVID-19 pandemic. Among other things, the research showed that Slovakia was not prepared for the distance form of teaching. As a result, some children were educated in the form of self-study, some online, others combined, and some were not educated at all.

Teachers used different didactic aids in online teaching; the competent state institutions published online textbooks only with hindsight. The global pandemic thus demonstrated shortcomings in the digitization of regional education. In the paper, the authors offer solutions for the future.
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1. Introduction

The Covid-19 pandemic was confirmed to have spread to Slovakia on March 6, 2020. Shortly after the confirmation of the first positive case, the Slovak government, as the first in Europe, adopted some of the most substantial restrictions for the whole country. These preventative and emergency anti-epidemic strategies aim to save the health and lives of the population's most vulnerable or high-risk groups. All educational institutions, business offices, and event venues were closed. The public transport schedule was reduced. Only essential shops and facilities such as grocery stores remained open; mandatory 14 days of quarantine for everyone returning from abroad and compulsory use of face masks were introduced (Izakova, et al. 2020, p. 460).

According to the Institute for Strategies and Analyses of the Government Office, in Slovakia, schools were partially closed on 9.3.2020. Their closure was in response to the first case of a new coronavirus discovered on our territory. It was one of the fastest reactions to school closures in Europe, even though the numbers infected during this period did not indicate that it was an epidemic. The blanket closure of schools in our country with a relatively meager number of infected persisted until the end of May, 2020. As of 25.5.2020, almost a million pupils and students, i.e., a fifth of the population, were remotely educated (or not educated at all). The most affected group is high school students. (Gardoňová, Rybanská, 2021; Canals-Botines et al., 2021).

Due to restrictive measures, Slovakia had to use the distance form of education much more than before, from kindergartens to university students. We consider "distance learning through correspondence, telecommunications media and other means, without direct contact between the pedagogical employee and the self-studying pupil" (Act No. 245/2008 Coll., 2008, § 54 article 10). Some schools started using electronic information systems, but communication was intended mainly for parents. Ensuring an online teaching system with a timetable, dividing pupils into smaller groups and coordinating teachers, acquiring platforms for teaching, and forwarding teaching and educational materials have become a challenge for all schools. (Tomšík et al., 2020).

According to data from the Analysis Unit of the Supreme Audit Office, Slovakia had the most extended closing period of schools in the European Union – 28 weeks. Pupils only started returning to schools more than a year after the first Covid-19 case in Slovakia. Up to 128,000 children, representing more than 18% of whom did not learn online. (Vitáloš, 2021).

The main research goal of the article was to analyze the state of teaching of selected disciplines in secondary schools in the Slovak Republic during the ongoing COVID-19 pandemic in 2020-2021. The secondary research goal was to look for possibilities of streamlining lectures for pupils at secondary schools in the Slovak Republic.

2. Theoretical background

Before the Covid-19 pandemic, Slovakia hardly used a distance learning form of education. One of the reasons was the absence of available technical equipment (computers, internet access, etc.) not only on the part of pupils but also on the part of educators. Based on the decision of the Government of the Slovak Republic in spring 2020, Slovak education (primary schools, secondary schools, higher education institutions (universities)) went from classical attendance form to a distance form of education from day to day. Based on the above facts, neither the student nor the pedagogical component of Slovak education, not even the state institutions themselves, were prepared for this educational type at the time. Gradually, however, all schools in Slovakia have adapted not only in technical terms but also in terms of knowledge. In the spring of 2020, almost all countries had to move from a full-time form of education to distance learning.
Nevertheless, several years before the onset of Covid-19, distance education form was known. According to Turkish authors Nazime Tuncay and Zehra Özçinar, students in some schools perceived online courses, or distance learning forms, as a "valuable delivery" of various and useful information. As they further state, such a form of education has changed the dynamics of access to teaching materials that have become accessible from anywhere on the globe. They add that the distance form of education, or the online learning environment, can help build a community of students who would coordinate with each other different ideas, knowledge, or opinions. Based on the experience so far in the conditions of Slovak education, we can confirm their original hypothesis. The authors also rightly argued that the distance form of education is much more different from full-time classical teaching. (Tuncay, Özçinar, 2009) Other Turkish authors Semih Caliskan, Sibel Suzek, and Deniz Ozcan characterize the distance form of education as a specially developed system for students transitioning from solid educational practices (a full-time form of education) to mobile and flexible (distance form of education) in terms of time and space. In general, the authors define the distance form of education as interactive data exchange based on web and advanced technological tools and devices among students of pedagogical employees who are distant from each other. In their opinion, the use of technology within the distance form of education is a planned teaching system in which the pedagogue and the student meet in different ways in a mutually distant educational environment. (Caliskan, Suzek, Ozcan, 2017)

On the other hand, the distance form of education also brings many negatives. Its specificities and characteristics cannot fully replace the classic full-time form of education. A similar view is shared by most Slovak primary, secondary, and higher education teachers. However, the continuous development of information and communication technologies offers scope for reconsidering conventional teaching methods and gradually replacing classic didactic digital aids. In 2005, the Israeli author Sarah Guri-Rosenblit (2005), on the example of higher education, pointed out that the advent of new communication technologies would put pressure on the coming years to replace the classical attendance form of schooling with distance learning. We also accepted this reality. Since the onset of the Covid-19 pandemic in the spring of 2020, a distance form of education has taken place for some time in primary and secondary schools. In her article "Distance education" and 'e-learning': Not the same thing", Sarah Guri-Rosenblit quoted author Soren Nipper, who identified three generations of distance learning in his classical analysis in 1989. He ranked correspondent teaching among the first generation. The advent of multimedia characterized the second generation, i.e., integration of print use with broadcasts (media, cartridges, and, to a certain extent, computers). He identified the last third generation with the development of new interactive communication and information technologies. (Guri-Rosenblit, 2005)

The onset of the global Covid-19 pandemic in the spring of 2020 replaced the classic attendance form of education by distance one (primary schools, secondary schools, universities, and universities) in almost all countries of the world, including the Slovak Republic. At the same time, it has led to significant global changes in the field of education. (Bida et al., 2021) Turkish authors Furkan Tüzün and Nilay Yörük-Toraman also highlighted possible factors influencing the distance form of education during the pandemic, which included factors related to the standard of living of individual students during this period. They rightly recalled that students who did not have adequate means of communication and information could not be involved in the proper teaching process in the distance form of education. Although even if the scientists' research targeted just Turkish students, it does not mean that the findings could not be implemented in Slovakia. Notable that in the territory of the Slovak Republic, a certain part of the students did not have access to communication and information technologies during the Covid-19 pandemic in 2020 and 2021. Furkan Tüzün and Nilay Yörük-Toraman also found that students' lack of access to these technologies could affect their mental health and well-being. (Tüzün, Yörük-Toraman, 2021) Overall, the Covid-19 pandemic has affected all aspects of worldly life, judging from a social, economic, and psychological point of view. (Kaya, 2020) In the Kingdom of Spain, on March 15, 2020, according to the authors Marta García-Sampedro, Elsa Peña Suárez and Lucía Rodríguez Olay, 8 276 528 students and 724 803 teaching staff switched to distance learning. Similarly, as in the Slovak Republic, the education system in Spain was not prepared for distance education. Almost all the countries in the world fit the
same situation. (Garcia-Sampedro, Peña-Suárez, Rodríguez-Olay, 2021) Iranian author Helia Nodeh adds that distance learning disrupted students' performance, education, and personal life during the Covid-19 pandemic. (Nodeh, 2021) Therefore, in 2020, The International Association of Student Affairs and Services (IASAS) declared the importance of addressing the primary personal needs of students through a comprehensive set of extracurricular student services. These services were designed to enable and strengthen students to focus more on their studies and personal growth, both cognitively and emotionally. (Bouchey, Gratz, Kurland, 2021) In addition to many positives, online teaching as part of the distance form of education has its negative aspects. As part of his research sample of university students, Turkish author Huseyin Kaya concluded that online education had a significant impact on the health of their eyes. (Kaya, 2020)

At the same time, the COVID-19 pandemic has brought about far-reaching changes in our social life. To this day, these consequences are difficult to predict and control. During this period, global social processes are constantly gaining their specific expression in all areas of social life, and in particular in the field of education. Adjusting and adapting the educational process during a pandemic requires new practical solutions. From this point of view, we can therefore identify three fundamental challenges for the distance form of education. Firstly, we include technical requirements that can be overcome by purchasing better technical equipment, provided this is financially possible. Secondly, the impossibility of a 'direct transition' from physical to virtual classroom due to a lack of contact with other students and educators is very complex and challenging to overcome. Thirdly, this includes the need to involve the students and their educators to find the best possible method for obtaining and understanding teaching materials in the digital environment. In the era of digitization, it is, therefore, possible to see the distance form of education as one possible solution to the problem of ensuring that students, on the one hand, remain healthy (physical distance) and, on the other hand, comprehensive digital didactic aids are provided at all levels of education. (Marković Krstić, Milošević Radulović, 2021; Kurbakova, 2021) The paper's authors are members of the research team KEGA No. 009 TnUAD-4/2021 "Creation of digital didactic aids to the subject “Civics” for the needs of secondary education in distance form. "Our goal is to create coherent and uniform digital didactic aids for the needs of distance, partly also attendance form of education of the subject “Civics” in secondary schools. Once created, we expect to improve the education quality of this subject in case of the need to return to the distance education form. At the same time, these digital didactic aids can also be helpful in the classical attendance form of education.

One of the main tasks of teaching the subject "Civics" within secondary education is educating students about patriotism, democracy, and tolerance. The Spanish author Nicanor Ramón Fuentes Laínó adds that civil education's primary objective in a liberal democracy and a pluralistic society is to offer access to public education issues. He, therefore, asks himself how liberal democracy can build a common civic identity between group diversity and which values could be shared by democratic citizens who are members of diverse religious, ethnic, and linguistic groups. In conclusion, he adds that the role of the subject 'Civics' is to educate students on ordinary civic virtues, especially in the context of society. (Ramón Fuentes Laínó, 2018; Lincényi, Mindár 2021; Ead et al. 2021) Within the education system of the Slovak Republic, in the subject "Civics", in addition to the basic aspects of liberal democracy, it is necessary to include the education of Slovak students to a healthy national awareness and pride that we are Slovaks who together with national minorities are a solid part of the independent and democratic Slovak Republic, which on January 1, 2023, celebrated the 30th anniversary of its founding. A particular example may be the teaching of "Civic Doctrine" in the United States of America. Of course, it is essential to take only positive models because its concept today faces two fundamentally conflicting problems. This includes, in particular, the traditional concept, designed primarily for younger students, which is often limited to nationalist patriotism and obedience. (Payne, Keys Adair et al. 2020) Based on the above facts, teaching the subject "Civics" in secondary education is essential to focus on creating democratically acceptable civic and political attitudes for students. According to Dutch authors Jacqueline Witschge, Jesper Rozer, and Herman G. van de Werfhorst, the positive relationship between a standardized and universal trust for democracy and civic and political engagement applies only if there is a threshold of faith in institutions and a level of democracy.
The development of civic literacy is also essential within the thematic whole of the subject 'Civics.' The Dutch author Jos van Helvoort considers promoting students' interest in civic and political issues a fundamental educational objective of civic literacy. He sees the term "civic literacy" as the ability and willingness of specific people to listen to the opinions of others. He believes civic literate people can perceive the right moral, economic, political, and scientific judgments. (van Helvoort, 2019) When teaching "Civics," it is essential to shape students' political literacy. Like all abstract concepts, political literacy cannot be measured directly. Still, we assume that if people (students) are politically literate, they understand party differences and know basic political concepts and facts. Political literacy is at the heart of empirical theories of democracy. (Cassel, Lo, 1997) When teaching the subject 'Civics,' it is also essential to consider issues relating to the global multicultural society. This fact brought the need for the development of the goals of civic education and the integration of modern knowledge, skills, and values of each personality. (Marsone, 2016)

With the development of political literacy within the subject "Civics" in secondary education, students should also be mindful of shaping financial literacy. Financial literacy is generally a set of knowledge, skills, and attitudes of citizens (students) necessary to financially secure themselves and their families in today's society. Money and financial products are an integral part of today's world. Therefore, 'Civics' students in secondary education must understand the market mechanisms that price all available commodities and services. (Tomášková, Mohelská, Němcová, 2011) According to Australian economist Andrew C. Worthington, interest in financial literacy issues has increased significantly globally over the past two decades. (Worthington 2013) In addition, financial literacy is also linked to the economic costs of households. Based on the research cited by the Turkish authors Kamer Karakurum-Ozdemir, Melike Kokkizil, and Gokce Uysal, we can learn that families with lower financial literacy, for example, have a higher mortgage and other economic costs. (Karakurum-Ozdemir, Kokkizil, Uysal, 2019)

3. Research objective and methodology

The authors of the research have chosen a qualitative research strategy. In the case of further planning and design of research, the authors preferred the concept of research questions rather than the establishment of research hypotheses. Two research questions (RQ) have been identified:

RQ1: What experience with online teaching of civics in secondary schools in the Slovak Republic did teachers have at the time of the COVID-19 pandemic (2020-2021)?
RQ2: What digital didactic aids would teachers of the subject civics in secondary schools in the Slovak Republic welcome for distance learning?

In the data collection framework, the interview method is one of the most used research methods. (Juszczyk 2003) It is mainly carried out by direct contact between the researcher and the studied person. At present, indirect forms, e.g., telephone or online interviews, are also increasingly applied. Because of the pandemic measures, we decided to use a controlled semi-structured interview, which we conducted indirectly, either by phone or online. The interview consisted of fifteen open questions. A comparative method and interpretation analysis were used to evaluate the research results.

Research sample
As part of our research, in the fourth quarter of 2021 and the first quarter of 2022, we conducted 16 managed semi-structured interviews with teachers who pedagogically provided teaching of civic education at secondary schools in the Slovak Republic. In total, the research sample consisted of 16 secondary school teachers. In each self-governing region in the Slovak Republic, we reached out to 2 respondents, one teacher from the gymnasium and one from the business academy, to ensure the representativeness of the research sample in terms of the type of secondary school.
4. Results and discussion

RQ1: What experience with online teaching of civics in secondary schools in the Slovak Republic did teachers have at the time of the COVID-19 pandemic (2020-2021)?

Question No. 1: How are you evaluating the launch of distance learning in spring 2020 at your school? Nearly half of the teachers surveyed admitted at the beginning of the interview that distance teaching surprised them and meant a technical shock to them. “Spring 2020 - I rate this period as a "big leap into the unknown" or as "throwing in the water and swimming as you like." At that time, no one knew how long it would take how it would take“, teacher Mgr. Luboslava Hrešková from the Gymnasium of Andrej Vrábel in Levice said in an interview. (Nitra Self-Governing Region) As the teacher, Beáta Pjonteková from the Gymnasium on The School Street in Spišská Nová Ves states, it was mainly a technical shock for teachers because they had never had such an experience before. “So we had to worry a little bit with the Internet and MS Teams. At first, the signal was falling out. But when I evaluate the distance form of education with hindsight today, I can say that we have all run around quite well with all teachers and students alike.” According to the teacher from the Business Academy in Rožňava (Košice Self-Governing Region) JUDr. Petr Valný, distance education surprised the vast majority of teachers. “On the one hand, they were not prepared for it at all, and on the other hand, it was not ensured how to manage this form of education in the future. But gradually, each of us learned to expand various forms of teaching, from simply sending text documents, linking to videos, or launching PowerPoint presentations. Later, we started using videoconferencing, which marked a big step forward.” Only four schools addressed were ready for distance learning and immediately switched to e-learning teaching, providing online and distance education. Teachers from the remaining schools rated the launch of distance learning either positively or, in hindsight, as a challenge and a good experience.

Question No. 2: To what extent have you personally been prepared for a distance form of education? The vast majority of the teachers interviewed (9) were not personally prepared for the distance form of education because, in their words, they did not have sufficient technical equipment, and some even had to buy a new computer or laptop, as the old one did not take them. Only two teachers were personally prepared for teaching because they had sufficient experience in information and communication technologies, which allowed them to react relatively quickly and flexibly in distance learning. The remaining teachers could adapt to the situation without significant problems and learned to work relatively quickly in the online space and lead interactive teaching.

Question No. 3: What form did you communicate with students during the pandemic measures? Have you spoken with your students as part of distance teaching exclusively through online learning, offline teaching (e.g., email communication, assignments), or a combination of both? Most teachers at the beginning of distance learning used a classic form of offline teaching and switched entirely to online education or benefited from a combination of offline and online instruction. As part of offline teaching, most teachers focused on sending tasks by email and then sending corrections to students, while some teachers also communicated with pupils by phone. Later, email and telephone communication was replaced by the school website Edupage, which was used for electronic communication with pupils and parents. In the case of online teaching, the instructors used several communication platforms, most often MS TEAMS, Google Meet, Zoom, while some also communicated via Facebook, messenger, or WhatsApp social networks.

Question No. 4: What was the course and organization of distance learning in the lessons you provided? In 2021, the course and organization of online lessons were not different from the classes performed by the attendance form. Most teachers were aware of the need to involve pupils more in the teaching process during distance learning. The teachers used screen sharing, involving pupils in solving tasks in the classroom. Teachers who used MS TEAMS in an online class used separate rooms where pupils worked independently on
assignments. Teachers skipped oral exams during online hours as they did not see it as very effective and appropriate in the given teaching. “The use of videoconferencing has become an absolute breakthrough. This allowed me to organize an hour by confirming that it was 90% close to the quality of the attendance form. During the lesson, I could use frontal teaching (my interpretation for students or projected PowerPoint presentations that students could comment on simultaneously) or project short videos that clearly had the greatest resonance among students and reliably ensured students’ attention. Videoconferencing also allowed the use of classic forms of teaching such as working with text (textbook or other printed material),” said the lecturer from the Business Academy in Rožňava JUDr. Petr Valný.

Question No. 5: If you provided offline learning, was it because, for example, you or your students did not have additional technical security and Internet connection, or did you have other problems?

After online teaching was launched in secondary schools, teachers approached offline education minimally. Teachers accessed offline teaching due to technical problems such as power outages or the Internet. Instead, students from socially weaker families, who were dealt with individually by schools, had issues. As stated by Mgr. Ľuboslava Hrešková from the Gymnasium of Andrej Vrábla in Levice, many students had to share their computers with their siblings or their parents at the home office during online education. Often students were connected via mobile phone at online lessons. Therefore, the school then offered pupils and teachers the opportunity to borrow the technique. According to the teacher Mgr, most pupils were technically well equipped. Marcela Hollá from the Gymnasium of Michal Miloslav Hodža in Liptovský Mikuláš, “If anyone had a problem with the technique, the school immediately responded. The pupil was offered a laptop”. Teacher Mgr. Lenka Krištofková from Gymnasium of Ladislav Novomeský in Senica occasionally went offline for an hour after students had many online hours and complained that they could not cope because they were sick and their heads hurt.

Question No. 6: How did secondary school students receive distance learning? What was the involvement of pupils in distance learning in terms of overall participation in teaching?

At first, according to the teacher PhDr. Miroslava Marčeková from the Business Academy of Milan Hodža in Trenčín, pupils were very pleased that they were “at home,” gradually they were often less communicative, they began to invent excuses such as “connection problems” etc., but this could be solved very quickly, if the teacher made it clear that fraud on the part of the pupils did not give them a chance. The teacher PaedDr. Emília Černeková from the commercial academy of Dušan Methodius Janota in Čadca thinks that the first wave of pupils was evaluated positive rather than negative. “But then, during the second wave, from October 12, 2020, to May 2021, it was already too much for the pupils themselves. They lacked personal contact and could not concentrate as fully on teaching as necessary. Of course, this includes health reasons because looking at your computer for six hours a day will very quickly manifest itself in your health. So far, the ongoing third wave has only brought about the closure of some classes. Also, on this basis, students gradually realize that the distance form of education is not fully fully-fledged for them. You can't write typing or rehearsing. You never know what that pupil is open about, whether someone personally advises him, etc. To this day, it can't be checked“, Černeková said. Mgr. Erik Chalupský taught at the gymnasium and primary school in Detva. He noted that the pupils in secondary school joined the online teaching in much greater quantities and more regularly than in primary school. Even the performance of duties was at an excellent level compared to pupils at primary school.

Question No. 7: What personal experience has distance learning brought you during the coronavirus pandemic? What problems did you have when teaching remotely?

Several teachers said distance learning had moved them forward. "The distance form of teaching has moved me forward. Two years ago, I could not have imagined that even from a distance, I could carry out a good course of the hour and coolly meet the goal of every hour. I became acquainted with videoconferencing platforms (Zoom, Google meet, Microsoft Teams), and now I successfully use them in the pedagogical process and various
training", said JUDr. Petr Valný from the Business Academy in Rožňava. Furthermore, as stated by the teacher Mgr. Ľuboslava Hrešková from the gymnasium of Andrej Vrábel in Levice, distance teaching opened up new possibilities for her because she began to use other teaching methods, especially those that more activate pupils. In addition, she has improved in using information communication technologies in the teaching process; she has also learned to use the zoom, Discord, Edupage programs. On the other hand, some teachers have complained about technical problems such as internet signal failures and difficulties with microphones or cameras. "It has often been the case that pupils have misrepresented certain information or misinterpreted it, and I did not have enough opportunity to notice it on their faces. Social contact and group work were also lacking", added teacher Mgr. Erik Chalupský from the Gymnasium of Detva in the Banská Bystrica Region.

Question No. 8: What do you think are the needs of schools in the event of the re-closure of schools (including educational requirements)?
If the answer to this question, the teachers were not uniform. Some of them praise the technical equipment. "As a school, we are ready for online teaching; we even provide pupils with hybrid teaching. Quarantined pupils will join the classroom and be fully involved in the teaching process via a streaming camera. Of course, there is also screen sharing", said teacher Mgr. Darina Chobotová from the Business Academy on Nevádová Street in Bratislava. The second part of the teachers complained about the lack of technical equipment; according to the teacher Mgr. Monika Pilková from the Piarist Gymnasium of Jozef Branecký in Trenčín, every teacher should have a computer that can handle online teaching at ease. "There are rarely minor technical problems, such as a malfunctioning camera and so on. I also consider the critical availability of various educational programs and applications. I'm not saying they're not today. But you know it's time-consuming to create new and self-contained educational aids constantly. Instead, I would personally welcome uniform aids for all teachers of the civics subject." Teacher Mgr. Martin Huba from the Business Academy in Topoľčany would welcome better and faster internet connection in schools, as well as support for teacher education in the use of digital technologies and, last but not least, the contribution to the internet connection and the necessary technical security for teachers in the case of home-office.

RQ2: What digital didactic aids would teachers of the subject civics in secondary schools in the Slovak Republic welcome for distance learning?

Question No. 9: What didactic aids did you use to teach the subject of civics during the COVID-19 pandemic?
Teachers used presentations, videos, and images to teach online civics. The teacher, Diana Ferencz from the Gymnasium of A. Einstein from Bratislava, taught through MS Teams, using the recommended pages of the Ministry of Education of Science, Research and Sport of the Slovak Republic such as edupage, Zmúdri, as well as methodological letters of the Methodological Pedagogical Centre or the website of the National Bank of Slovakia in teaching economics issues. Mgr. Monika Pilková from the Piarist Gymnasium of Jozef Branecký in Trenčín for students during COVID created various tests that can be filled out online because not every student has textbooks in them. At school, it is common for pairs of students to use one textbook. So if she wanted them to receive the same amount of information in some appropriate form, she had to process her notes and aids herself. She then sent them to students this way, which took up a lot of time to give the students the curriculum. Beáta Pjonteková from the Gymnasium in Špišská Nová Ves used several videos during her online teaching; for example, she let the comments of economists on the impact of inflation on the running of the economy in the state, which she and the students discussed afterward.

Part of the teachers produced their didactic aids. "When we are in classic attendance mode, I use an interactive whiteboard. The truth is, however, that there is not much to the subject of Civic Doctrine in those textbooks. That's why I teach more or less in my own right as before. During distance teaching, I was so based on what I had before. In addition to various presentations, didactic games, and all sorts of activities, I also used videos, and at
the same time, I gave students various practical tasks. In our school, the subject Civics is taught once a week. So you're not going to do any great miracles, but I'm trying to make that class as interesting as possible for the students. Therefore, we do not even write notes. Rather, I focus on the practicalities and personal creativity of students. As part of distance teaching, I mostly assigned them various tasks via email, and during the lessons, they are tasked with fulfilling and discussing them", said PaedDr. Emília Černeková from the Business Academy Dušan Methodius Janota in Čadca.

**Question No. 10:** Have you used classic didactic aids in online or offline teaching, or have you had the opportunity to use digital didactic aids?

The teacher Mgr. Dominik Ilľaš from the Gymnasium of P. O. Hviezdoslav in Kežmarok used PowerPoint presentations, electronic documents, philosophical texts in electronic form, or worksheets from economics during online teaching. The teacher PaedDr. Emilia Černeková from the Business academy of Dušan Methodius Janota in Čadca combined the interpretation from the classic textbook by the author Štefan Bojnák with materials, which she found on her own on the Internet and subsequently processed. The teacher Mgr. Lenka Krištofíková from the Gymnasium of Ladislav Novomeský in Senica also used the same didactic tools in online teaching as in offline teaching. She couldn't use physical interpretation dictionaries or dictionaries of foreign words, which they replaced with shared Youtube videos.

**Question No. 11:** Has the Ministry of Education, Science, Research, and Sport of the Slovak Republic or any other competent state institution helped you in any way with the provision of online teaching? Or have you searched for digital didactic aids for online learning in a self-help way?

Several teachers agree that the competent authorities' teaching initially did not help ensure online teaching. They appreciate that the Ministry of Education, Science, Research, and Sport of the Slovak Republic later made classic textbooks online. Teacher Mgr. Martin Huba from the Business Academy in Topoľčany sought to use all the resources available on the pages covered by the field of education and also desired to educate himself in the development of digital technologies. The teacher Mgr. Luboslava Hrešková from the gymnasium of Andrej Vrábel in Levice sought didactic aids on her own, complaining about the problem of accessing online textbooks, which was complex through various logins in the form of passwords and codes. The teacher Mgr. Monika Pilková from the Piarist Gymnasium of Jozef Branecký in Trenčín did all the materials according to herself because she did not find a single source or anything like that would personally help her in teaching the subject Civics in distance form.

**Question No. 12:** Would you like to see a more excellent selection of didactic aids in teaching the personal curriculum of the subject of civics in the future?

All teachers would welcome a more excellent selection of didactic aids. "It would make our lives easier. Over and over again, you have to invent something new and new individually for those students. A possible choice would bring new wind and direction to all this. How often do the students bring some good idea, a good article, or good information, and then we teachers deal with it? But I would certainly accept something like uniform didactic aids for all teachers of the subject Civics", said teacher Beáta Pjonteková from the Gymnasium in Spišská Nová Ves. According to the lecturer JUDr. Petr Valný from the Business Academy in Rožňava, the emphasis should be placed above all on visual aids, which have the most significant impact on students' attention, focus, and interest. As Stated by Mgr. Monika Pilková from the Piarist Gymnasium of Jozef Branecký in Trenčín, teachers would undoubtedly be significantly helped by a uniform selection of up to three approved textbooks because today they have to search for everything on the Internet for themselves. Worse still, the information available today varies in everything. "In several textbooks for Civics, whether for an eight-year grammar school or the third year, there is a lack of methodology. As textbooks, they are excellently done. They're nice. But sometimes, there's a task or a discussion that I don't know exactly if I'm thinking right. And then I can't tell if they even exist for those textbooks. I am therefore of the opinion that this methodology should come along with those textbooks.", adds the instructor Mgr. Lenka Kríštofíková from the Gymnasium of Ladislav Novomeský in Senica.
Question No. 13: What are adequate digital didactic aids that would be useful to the educator and of interest to the student? (e.g., electronic textbooks, video lectures, etc.)

Teacher PaedDr. Marianna Kamenská from the Business Academy in Sereď agrees with the electronic library and video lectures, but mainly with interactive didactic aids. "Specify digital textbooks where you can work seamlessly. I at least see that it is exciting for students to use different applications to which they can connect via their mobile phones. I, as a teacher, will give them, for example, various tasks or a test, which they then do on their mobile phone. I know from experience that this is a complete top for them. And as for other digital didactic aids, digital textbooks, videos, video lectures, etc., are also very adequate."


Teacher Mgr. Ľuboslava Hrešková from the Gymnasium Andrej Vrábel in Levice would welcome an interactive electronic textbook, online worksheets, practical tasks on given topics, educational videos, games, quizzes, and other activities produced in various applications (learning apps, word wall...). "I like videos on YouTube. Some, for example, are in English or German. Even though our students learn both foreign languages, not everyone is so adept at them that they understand the videos as they would like. That's why, in my opinion, those videos that are animated or interesting in some other way and are also contained in less formal language are much more interesting. In them, the whole curriculum could be summed up in seven or eight minutes. I think that is what they would be more interested in. Because, for example, when I play a five-minute video on their philosophy, it's animated, but it's in English. I'll honestly tell you they enjoy it. It's handy and fun for them. I would personally be heading in that direction. Those classic lectures are so stereotypical for them. An electronic textbook has also helped so that they do not have to take the classic textbook home, but they can get a better look at it is fine. But I would rather go into something so dynamic and interesting."

Teacher Mgr. Lenka Krištofíková from the Gymnasium of Ladislav Novomeský in Senica.

Teacher JUDr. Petr Valný from the Business Academy in Rožňava thinks that not everything will solve digital aids because an electronic textbook, to a limited extent, like a video lecturer, can improve the teaching process but not replace it.

Question No. 14: Do you think that, for example, a digital didactic textbook and other digital didactic aids could also help in the framework of self-study attendance teaching?

Teachers differ in their views on whether a digital didactic textbook could help with full-time teaching within self-study—teacher Mgr. Ľuboslava Hrešková from the Gymnasium Andrej Vrábel in Levice is convinced that the electronic textbook should be used well, especially in these uncertain times during the pandemic, when the form of education changes from day to day. It is often the case that students keep the textbook at school and then do not have it available during distance learning. If an electronic textbook is available, you don't have to deal with whether you have a textbook at home or school. According to the teacher Mgr. Monika Pilкова from the Piaristic Gymnasium Jozef Branecký in Trenčín, such a digital didactic textbook could help because they have many students using self-study at the grammar school. Such students are present in the classroom, they will listen to it, but at the same time, they need to supplement themselves with additional information. The opposite view is the teacher Mgr. Lucia Szentesi from the Private Business academy in Prešov would welcome methodological material for the teacher to elaborate on the state educational program—i.e., according to particular standards/themes—before the electronic textbook. "I don't like textbooks; the world is changing, especially Civics is full of change; if we want to be up to date, the textbook would have to be very general, and it would again be up to the teacher to update that information. It would be great if there were a database of such methodologies for each lesson/topic and if it were still adapted to both attendance and distance form (e.g., as two versions of the work—similarly they do in Zmudri)." Teacher Mgr. Erik Chalups ký from the Gymnasium in Detva thinks that no child who goes home by bus from school or lies at home on the couch will open a digital textbook. What might open up would be a didactic game or app.
Question No. 15: Where do you see space for distance form in teaching civic education, and where, on the contrary, do you think online teaching is not suitable?

Teachers differ on the future of distance learning in civic education teaching, according to JUDr. Petr Valný of the Business Academy in Rožňava, the distance form in teaching civics can be applied when passing on information, either in the form of enlightening videos or PowerPoint presentations or in the form of assignment of a task and finding a solution on the Internet or in literature. "Their graphic design, musical background, or method of administration play a major role in visual aids. (Let me draw attention to the video series History otherwise on the Youtube channel. They feature a young, beautiful, cultivated, and erudite history and civics teacher, photographically accurate with a pleasant voice and a perfect way of speaking – in short, a delight for everyone who watches this channel). However, the subsequent discussion of the video would require an attendance form in which it is essential not only to hear the opinions of students at the verbal level but also to perceive their emotions, face mimic, gestures, and that distance form, even with the camera on, can never be replaced." Teacher Mgr. Ľuboslava Hrešková from the Gymnasium Andrej Vrábel in Levice thinks that online teaching is suitable for the whole subject of civics. At the same time, she adds that online teaching is a good alternative, but it does not adequately replace the full-time form of teaching. The teacher Mgr. Dominik Iláš from the Gymnasium of P. O. Hviezdoslav in Kežmarok was suited for distance teaching in thematic units such as psychology, sociology, and law. In the case of thematic units of political science, economics makes more use of the board to conceptual maps and needs immediate interaction with pupils and better feedback. The teacher Mgr. Darina Chobotová from the Business Academy in Bratislava on Nevádžová Street can imagine that a theory could be sent to pupils. Still, it has proved to present practical examples on every topic/phenomenon, with pupils showing their own opinions and attitudes, having to argue and have a discussion—teacher Mgr. Lucia Szentesi from the Private Business academy in Prešov found it challenging to learn civics because she lacked the contact and forum needed in this subject. "I see the great advantage of distance learning or this form is discussions with experts. We are based in the east; it is understandable that only at any time an expert who works in Bratislava comes to us. Through distance education, we succeeded, and we discussed with Mr. Šnídl about hoaxes, with UNICEF about child soldiers, and with Zmudri. I can also imagine applying this to attendance education and inviting guests to an online meeting while the class will be looking at the whiteboard and discussing with the guest remotely." Mgr. Diana Ferenczy from Gymnasium of Albert Einstein in Bratislava believes that distance teaching is unsuitable for group work of pupils when working in pairs and is less effective even if it wants to have dialogues with pupils. In addition to naturally active pupils, during online teaching, other pupils are heard only for direct calls by the teacher; there is no visual contact, and the current control of pupils' work in the classroom, according to Mgr. Erik Chalupský from the Gymnasium in Detva, a distance form of teaching is not suitable for any subject because the pupil does not go to school only to be educated. At school, he gets to know friends, communicates, lives socially, and argues with classmates, which helps shape his personality.

Conclusion

Qualitative research mapped the state of teaching civic education in secondary schools in the education system in the Slovak Republic during the COVID-19 pandemic in 2020-2021, resulting in the following most important results:
- From the interviews conducted with secondary school teachers, it appears that the distance teaching of teachers surprised them. The fact that Slovak education at the beginning of the coronavirus pandemic was not sufficiently prepared for online teaching is also evidenced by the fact that the vast majority of teachers at the beginning of distance teaching used the classic form of offline teaching before moving fully to online teaching, or using a combination of both.
- Most of the teachers surveyed complained not only about unsatisfactory technical equipment but also about insufficient digital skills. On the other hand, the rest of the teachers praised the technical equipment, which means that secondary schools are still differently technically equipped.
Several teachers agree that the competent authorities of the instructors did not initially help with the provision of online teaching. Teachers at the beginning of distance learning used various digital didactic aids in teaching the subject of civic education. The Ministry of Education, Science, Research, and Research of the Slovak Republic made classical textbooks in the online form available to teachers later, resulting in several managerial failures.

- Teachers would welcome a more excellent selection of didactic aids in teaching individual curriculums on the subject of civic education.
- Teachers differ in their views on the future of the distance form of education in teaching civic education without being made clear either whether a digital didactic textbook and other digital didactic aids could also help in the framework of full-time teaching within self-study.

Based on the results presented above and clarified, the authors formulated several recommendations that could be a basis for managing authorities and inspiration for school facility managers in the Slovak Republic:

- Distance education and subsequent online teaching during the COVID-19 pandemic highlighted regional differences in digitization in Slovak education, implying the need to continue the concept of informatization and digitization of education in the Slovak Republic. Teachers and schools need to be equipped with digital technologies, whether software or hardware.
- It is necessary to streamline the management of regional education so that managing authorities can respond more promptly and effectively in crisis management.
- There is space for complementing teachers' digital skills in secondary schools in the Slovak Republic in the form of further education.
- Based on interviews with teachers, the authors see space for creating digital didactic aids for teaching distance learning in secondary schools in the Slovak Republic.

The authors are aware that this topic is still not researched but are convinced that the study's results have broadened the knowledge to date and will contribute to the improvement of online teaching in distance learning in the future. The main limitation of this study is the geographical area limited to the Slovak Republic, where the research was carried out. The authors, therefore, plan to extend the analysis to the other Member States of the European Union in the future for the possibility of further comparison. The authors believe that the impacts of the COVID-19 pandemic were so severe for education that this issue needs to be addressed more intensively.
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Abstract. Despite many government attempts, it is still unclear how individual startups grow and promote their sustainability-oriented market innovations and alter markets toward sustainable growth in Saudi Arabia. This research aims to uncover the factors that contribute to a startup’s long-term viability and establish interrelationships among them. A two-phased method was used in this study. Empirical research on startups’ sustainability was undertaken in the first phase to identify the most critical enablers from a list of factors found after a thorough literature review. A hierarchy-based model is built among the most critical enablers in the second phase, utilizing interpretative structural modeling (ISM). The study discovers that: (1) there are ten factors influencing entrepreneurial startups’ sustainability that play different hierarchical roles; (2) the startup product/service & market position, as a key influencing factor of entrepreneurial startups’ sustainability, can be cultivated and improved by enriched startup partnerships & resources, industrial and market; and (3) regulatory & political may indirectly affect startups’ sustainability by affecting the entrepreneurial environment. Policymakers in Saudi Arabia might utilize the methodology described in this paper to design appropriate policies for enhancing startup sustainability.
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1. Introduction

The Global Entrepreneurship Monitor (GEM) is a worldwide collaboration that performs research on 66 economies throughout the globe, accounting for 82 percent of global GDP and 71 percent of the world's population. Every year, GEM brings together approximately 400 researchers from around the world and more than 100 institutions. GEM is the world's most significant research on entrepreneurship and entrepreneurial activity due to the participation of all of these persons and institutions (Bosma et al., 2021).
GEM is the world's most prestigious entrepreneurship research institute. GEM started in 1999 as a collaboration between Babson College in the United States and London Business School in the United Kingdom, with the goal of better understanding why certain nations are more 'entrepreneurial' than others. For 20 years, GEM has given high-quality data on a wide range of entrepreneurship indicators in 114 economies via a massive, centrally organized multinational data gathering operation. GEM is a trusted resource for organizations all around the globe to help them make better decisions about how to increase the number and quality of entrepreneurship (Aloulou & Al-Othman 2021).

The GEM KSA National Report takes an in-depth look into entrepreneurship in Saudi Arabia. This covers surveys of public opinions, self-perceptions, entrepreneurial connections, and entrepreneur profiles. Despite the pandemics devastating effect on entrepreneurship, Saudi Arabia's overall entrepreneurial activity climbed by 24% from 2019 to 2020/21, according to the annual national report. Over the last three years, the Kingdom has seen a 65 percent growth in company ownership. According to the research, more than 90% of people think entrepreneurship is a good career option, and a third of Saudis want to start a firm in the next three years (Hill et al., 2022).

Indicators also demonstrate that progress in bridging the gender gap has been significant. Women were significantly less likely than males to see prospects (89 percent vs. 92 percent) and believe they had the skills to start a company (89 percent vs. 92 percent) (84 percent vs. 88 percent). On the other hand, fear of failure is virtually equal for both men and women (Alnemer 2021).

The goal of this study is to investigate the factors that contribute to a startup's long-term viability. This comprises looking at the factors that contribute to a startup's long-term viability and modeling their interplay using Interpretive Structural Modeling (ISM). This will reveal their strengths and weaknesses in terms of dependence and driving ability. The following section summarizes the entrepreneurial literature and the resources and processes used to reach the study's aim.

The remainder of the paper is laid out as follows: Section 2 of the literature review includes a list of every linked study. Section 3 discusses the materials and procedures used. The findings are presented in Section 4. Finally, Sections 5 and 6 provide the discussion and conclusions, respectively.

2. Literature Review

The present study examines various enabling factors for entrepreneurship implementation and maintenance. The relationships between startup sustainability enablers and performance measurements are studied using interpretive structural modeling, a well-established technique. A short literature review is offered in this area.

2.1 Entrepreneurship in Saudi Arabia

According to Almahdi (2020), entrepreneurship has a robust support system in Saudi Arabia. Regarding entrepreneurship, the Kingdom has been the Arab region's leader in regulatory changes. According to the current Doing Business (DB) survey, the nation rated 13th worldwide and first in the area in terms of business ease (World Bank 2016). Saudi Arabia climbed from 35th to first place in the DB’s six metrics after utilizing French law as a model to revise its policies. It rose seven places from 28th to 21st position in the current World Economic Forum Global Competitive Index (GCI 2010-2011), indicating a robust and stable institutional framework, efficient markets, and sophisticated business environments (Schwab 2018). Saudi Arabia's real GDP was predicted to increase by 3.4 percent in 2010 and 4.5 percent in 2011. In recent years, the Kingdom has
benefited from the passage of new foreign investment legislation, the formation of the Saudi Arabian General Investment Authority (SAGIA), and the privatization of state-owned firms.

However, inside the country's regulatory structure, firms continue to confront challenges, such as contract enforcement and labor disputes. According to a survey conducted by the Global Entrepreneurship Monitor (GEM) from May to October 2009, Saudi Arabia had the lowest Total Entrepreneurial Activity (TEA) rate among the region's factor-driven economies, with only 4.7 percent of the adult population (18–64 years old) actively involved in the startup of a new business or owning a young business less than three and a half years old (Kelley et al., 2016). Saudi Arabia could build a competitive economy and diversify beyond natural resources, according to a 2008 study by Michael Porter, if it was willing to take a strategic approach, make multiple improvements in its business environment, truly open up competition and entrepreneurship in the private sector, and commit to a sustained effort to equip Saudi citizens with new skills, attitudes, and mindsets (Porter 2008).

The hurdles of starting a business today are more complicated and demanding than ever. Changes in technology, industrial innovation, product development, and severe rivalry and market laws have placed pressure on traditional management approaches, requiring them to alter. As a consequence, the number of startups and new firms that close, depart, or discontinue is relatively high (Westhead et al., 1993; Storey, 1994; Lussier, 1995; Wastson et al., 1998; Timmons, 1999; Bridge et al., 2012; Xiao et al., 2013; Daskalakis et al., 2013; Amankwah-Amoah, 2016; Hyder & Lussier, 2016; Cowling & Matthews, 2017; Vervoort, 2021). Small businesses, on the other hand, play a unique function in contemporary economies, boosting revenue, growth, and employment rates by responding to the market needs faster than large corporations (Acs, 1999; Thurik & Wennekers, 2004; Xiao, 2007; Savlovshi & Robu, 2011; Repushevskaya, 2022). Despite the importance of small businesses in the economy, they confront distinct challenges that negatively impact their performance and survival rate. Regardless of their adaptability and flexibility, they face unique challenges compared to major corporations, necessitating a reaction on their side. In reality, pinpointing the exact reasons why small businesses fail is difficult at best. Failure is a nebulous concept, and specifying its causes is difficult (Storey, 1994; Wastson et al., 1998; Timmons, 1999; Hamilton, 2006; Storey and Greene, 2010; Walsh & Bartunek, 2011; Wennberg & DeTienne, 2014; Brusco, 2022).

Whether small firms can boost economic development seems straightforward: entrepreneurs start enterprises, which generate employment and promote competition, resulting in higher productivity (Acs et al., 2008; Cowling, 2000; Daskalakis et al., 2013; Morrish & Hamilton, 2022). In truth, entrepreneurship is about establishing and maintaining commercial activity to realize a goal. Entrepreneurs see market gaps and create businesses to fill them (Diaz-Foncea & Marcuello, 2013; Bastida et al., 2021). As a result, they are risk takers who fuel change, innovation, and advancement in a country's economy (Longenecker et al., 2012; Saydaliev & Kadyrov, 2022). A country's total economic development is proportional to its amount of entrepreneurship (Acs, 2006; Xiao, 2007; Acs et al., 2008; Anshika & Singla, 2022). This has previously been shown in nations such as the United States, where entrepreneurial efforts from the 1970s and 1980s altered the economy by producing new employment in a variety of industries, broadening the national economic base (Smith, 2010; Bampoky et al., 2013; Kritikos, 2014; Drucker, 2015; Poonguzhali, 2021). As a result, entrepreneurship has risen to prominence and has become a hot issue among practitioners and academics, especially in its ability to develop new enterprises (Acs et al., 2014; De Silva & Wright, 2019). Small startup enterprises have the potential to increase their product and service offerings for customers while also increasing job possibilities, contributing to economic development in a variety of ways (Acs, 2006; Dima, 2021).

However, beginning a company may be difficult for various reasons. Learning about the significant obstacles to survival experienced by small business startups will help entrepreneurs get off on the right foot. As a result, this research aims to empirically add to the study of the characteristics of entrepreneurial company startups' sustainability in Saudi Arabia in the context of Saudi Vision 2030.
Most small startups fail within three years, according to empirical evidence from developed economies (Argenti, 1976; Westhead et al., 1993; Storey, 1994; Lussier, 1995; Cowling, 2006; Ooghe & Prijcker, 2008; Amankwah-Amoah et al., 2021) and developing economies (Temtime & Pansiri, 2004; Al-Ghamri, 2016; Estrin et al., 2019). However, there is no data collected by the Saudi Arabian Authority of Small and Medium Enterprises to confirm the percentage of small startups that fail; however, given the evidence that small ventures face unique challenges in their early stages, it is reasonable to assume that failure in a complex developing country like Saudi Arabia is slightly higher or higher than failure in developed countries (Hameed & Irfan 2019).

### 2.2 Interpretive Structural Modeling (ISM)

ISM is a modeling tool for identifying and describing correlations between specific aspects that define a problem, ranking variables based on their effects' importance, and providing a managerial inference. Academics have used ISM to examine raw data and unclear situations across various disciplines. ISM transforms muddled and poorly articulated mental models of systems into observable, well-defined models that may be used for many problems (Sushil 2012).

Jabeen and Faisal (2018) classified enablers into four groups using a combination questionnaire and ISM approach. The study offers valuable insights into female entrepreneurs' perceptions of the UAE's entrepreneurial culture and a relationship model that can be used as a decision-making tool to improve female entrepreneurship.

Portuguese research (Banha et al., 2017) explored eleven obstacles and their linkages impacting the growth of the Portuguese entrepreneurial ecosystem using the ISM technique. The findings show a model represented by a flowchart consisting of ten barriers, three of which are located at the bottom of the model and have political-legislative features with a high level of range in all remaining barriers, implying that carefully measured political involvement could contribute to the improvement of the Portuguese entrepreneurship ecosystem.

Ebrahimi et al. (2022) employed ISM technique to compare variables gathered from the literature and validated by experts, using a qualitative approach. A questionnaire was constructed and disseminated to a small group of platform business and social network specialists to compare nine identified criteria. The research revealed that the strategic determinants in the growth of media entrepreneurship are eight aspects: opportunity, influencers, UX/UI, Strategic partners, resource control, platform governance, technological characteristics, and target audiences. The regulatory environment has been identified as a dependent variable affecting media entrepreneurship's success on platforms.

Parto Afkanan et al. (2021) created a pattern for restarting small and medium-sized unsuccessful entrepreneur's firms using interpretative structural modeling and multi-criteria decision-making methodologies. Lack of experience, lack of reform and developmental attitude, frustration and lack of reinvestment, lack of government financial support, turbulent economic situation, consumer value changes, instability of government laws, lack of motivation and willingness to re-enter the business and market, insufficient training and lack of irrational advice and targeting, lack of knowledge of the target market, lack of modern technology, and lack of value were among the findings.

Wei et al. conducted research utilizing ISM approach on variables impacting entrepreneurial learning from failure (2019). (1) There are 15 factors influencing entrepreneurial learning from failure that play different hierarchical roles, according to the study; (2) entrepreneurs' self-efficacy, as a key influencing factor of entrepreneurial learning from failure, can be cultivated and improved by enriched entrepreneurs' successful career experience. Furthermore, emotion regulation following an entrepreneurial failure is a key influencing factor of entrepreneurial learning from failure, and emotion management is regarded as an important part of entrepreneurship education;
(3) entrepreneurial education may indirectly affect entrepreneurship learning from failure by affecting entrepreneurs' self-efficacy; (4) economic conditions, policy support, industry characteristics, and cultural.

Raeesi et al. (2013) identified and supported eleven general impediments to entrepreneurship in the literature. Understanding the relationships among these obstacles may aid decision-makers in identifying effective overcoming methods since they are not separate and unrelated. This work uses interpretative structural modeling (ISM) to simulate these interactions, which has been proved to be a valuable tool for evaluating systematic interactions between obstacles. We divide barriers into two categories: inside and outside, and we demonstrate that interior barriers are reliant on outside barriers using the ISM-based model. As a result, a tainted and unsupportive corporate environment emerges as a primary impediment to entrepreneurship.

Despite the fact that the ISM technique has only been used in a few studies on startup sustainability, the current study proposes a systematic strategy for assessing and prioritizing interactions among enablers for the successful building of entrepreneurship, intending to fill the highlighted gap. Next, the resources and processes used to achieve the research study's purpose are described.

3. Materials and Methods

In order to identify the enablers of startup sustainability, a comprehensive literature review was conducted. This necessitated a rigorous approach to searching the literature for enablers in previously published studies in scientific databases. The recovered enablers to startup sustainability were then studied using the ISM approach, and relationships between them were modeled to determine their dependency and driving capacities classifications. This was done by engaging the support of 31 entrepreneurs to gather information on key enablers. The experts were tasked with evaluating the extracted enablers for startup sustainability, providing insightful and valuable analogies to feed into their models, and discovering the contextual links between them. Entrepreneurs having successful companies in Saudi Arabia have shared their own experiences. All of the entrepreneurs in this research regularly attended academic and/or social activities linked to entrepreneurship. Until all possible pair combinations of enablers were exhausted, each entrepreneur was asked to determine if each of the extracted enablers affected another enabler and the direction of influence.

According to some research, ISM's application may be summarized into seven phases (Kannan et al., 2008; Mandal & Deshmukh, 1994).
1. Make a list of the components you want to look into. In this paper, the components are the enablers of startups’ sustainability.
2. Find the contextual ties between the enablers using four symbols:
   • V: if enabler i is present, enabler j is present.
   • A: if enabler j is present, enabler i is present.
   • X: if both enablers i and j result in the other's appearance.
   • O: if enablers i and j don't have any kind of connection.
3. Create a structural self-interaction matrix (SSIM) that represents the pair-wise contextual interactions between the enablers under consideration.
4. To generate the initial reachability matrix (IRM), apply the following replacement rules to the SSIM data values:
   • V: will become 1 for entry (i, j) and become 0 for entry (j, i).
   • A: will become 0 for entry (i, j) and become 1 for entry (j, i).
   • X: will become 1 for both entries (i, j) and (j, i).
   • O: will become 0 for both entries (i, j) and (j, i).
5. Use a transitivity test on the IRM to confirm that, for example, if the I enabler leads to the presence of the j enabler and the j enabler leads to the existence of the k enabler, then the i enabler leads to the existence of the k
enabler. As a result, 0–1 entries may be validated, and the resultant matrix is the FRM. Then, by constructing the partition matrix in each iteration, the levels of all enablers are determined repeatedly (PM).

6. Enablers are classified as links, dependents, drivers, or autonomous by the FRM.

7. Enablers are prioritized into the number of established and recognized levels in accordance with the FRM and PM, and the final ISM form may then be constructed.

The outcomes of the use of the ISM technique are then provided, along with a discussion of the findings.

4. Results

The study's goals were met using the seven steps of the ISM application listed above. First, as indicated in Table 1, a list of enablers was produced from the extensive literature study process. Second, a group of specialists aided in the identification of enabler-to-enabler contextual linkages. The SSIM in Table 2 must be developed as the third step toward modeling interactions among enablers using ISM to demonstrate pair-wise contextual links between the enablers. Fourth, using the SSIM supplied in Table 2 and the replacement criteria mentioned above, the IRM was generated as shown in Table 3. The transitivity criterion was used in the IRM in Table 3 as the fifth stage of ISM to verify all (0, 1) elements, resulting in the FRM displayed in Table 4. According to the transitivity rule, if IEn1 leads to IEn2, then IEn2 leads to IEn3, and so on, until all enablers have been exhausted. As a consequence, in the FRM presented in Table 4, some initial entries in the IRM are changed from a 0 to a 1 and denoted with a (*). Each enabler's driving and dependent powers (IEn1–XEn5) are represented by the sums of the entries in the FRM's rows and columns.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Enabler</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEn1</td>
<td>Processes</td>
<td>Processes may include: the distribution process (customer relationship and investments in the distribution process), internal governance mechanisms (formalization of the organization such as written rules, procedures, and instructions), internal processes, and knowledge management processes (access to external knowledge and information sources, and formalization of knowledge management processes).</td>
<td>Groenewegen et al., (2012)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Kawakami et al., (2012)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Savarese et al., (2016)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Song et al., (2010)</td>
</tr>
<tr>
<td>IEn2</td>
<td>Product/Service &amp; Market Position</td>
<td>Product/Service &amp; Market Position may include: competitiveness (competitor reactions to the startup's offering, and uniqueness of product/service), customers (past sales, and status of the customers a startup has reputation &amp; signaling), innovativeness of the startup (R&amp;D activities, uniqueness of innovation), market positioning of the startup (geographical location, geographical location, and growth of the startup, geographical location and social outcome orientation of the startup, and participation in competitions/awards), technology (role of technology in the business model), and maturity of startup (startup age).</td>
<td>Koster &amp; André (2014)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Pitkänen et al., (2014)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Khaire (2010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Stam &amp; Wennberg (2009)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Alon et al., (2018)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Dumont et al., (2016)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mueller et al., (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>van Stel &amp; Suddle (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Kachlami (2017)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mendoza-Abarca et al., (2015)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Khelifa &amp; Belkacem (2016)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Arend (2003)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Song et al., (2008)</td>
</tr>
<tr>
<td>IEn3</td>
<td>Partnerships &amp; Resources</td>
<td>Partnerships &amp; Resources may include: advising bodies (board members), funding situation (funding approach &amp; funding availability), incubators &amp; accelerators (duration of the incubator or accelerator program a startup takes part in, network of an incubator or accelerator that</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Takahashi et al., (2018)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Florin et al., (2003)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Vanacker et al., (2011)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Qian Ye (2017)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Van Praag et al., (2005)</td>
</tr>
</tbody>
</table>
supports a startup, and participation in an incubator or accelerator program, services an incubator or accelerator provides to a startup), and intellectual property (patents), investors (age, size and expertise of investors, attributes & capabilities of investors, geographical proximity between investors and startup, investment experience, investor behavior, IPO underwriters, and types of investors), network of startup (background of network partners, number and type of cooperation’s along the value chain, number and type of formal networks, relationships with organizations beyond the own industry, and relationships with organizations in the own industry), and network of entrepreneurial management team (background of people in network, board roles in other ventures, and relationships to investors).

- Choonwoo Lee et al., (2001)
- Lall et al., (2020)
- Engel (2004)
- Alexy et al., (2012)
- Croce et al., (2018)
- Niemann (2011)
- Stubbner et al., (2007)
- Cumming et al. (2017)
- Alemany (2006)
- Shane & Stuart (2002)
- Pangarkar & Wu (2013)
- Dutta & Hora (2017)
- Bellavitis et al., (2014)
- Stam & Elfring (2008)

**Vision & Strategy**

**Vision & strategy** may include: business model (ambidexterity of the business model (combination of novelty and efficiency), efficiency/productivity of the business model, fit between strategy and team experience, the role of innovation and technology in the business model, and targeted industry sector/segment), customers (geographic location of the customers' startup targets), planning (business plan), and strategy (degree of diversification in terms of customers/ markets and products).

- Balboni et al., (2019)
- Shrader & Siegel (2007)
- Dvir et al., (2010)
- Kohn & Wewel (2018)
- Aspelund et al., (2007)
- Schueffel et al., (2011)
- Sleuwaegen & Onkelinx (2014)
- Blesa et al., (2008)
- Almodóvar & Rugman (2014)

**Team**

*A team* may include: capabilities in the startup (available capabilities, and investments in new capabilities), employees (existence and type of employee incentives, number and type of employee degrees, and a number of employees), entrepreneurial team (age, attitude, behavior, capabilities, characteristics, decision-making style, duration of having resided in the location/area of the startup, education, experiences, gender, motivation, personality, strategic variety, team composition, team demographics, and team wealth), and organizational design (similarity of organizational structure and roles compared to incumbents).

- Chen (2009)
- Terjesen et al. (2011)
- Westerman et al., (2008)
- Larrañeta et al. (2014)
- Garnsey et al., (2006)
- Baum & Locke (2004)
- Yitshaki (2012)
- Hughes et al., (2007)
- Wang et al. (2017)
- Wu (2007)
- Martínez-Fierro et al., (2020)
- Smolka et al. (2018)
- Read et al., (2009)
- Dahl & Sorenson (2012)
- Streletzki & Schulte (2013)
- Delmar & Shane (2006)
- Dick et al., (2013)
- Barba-Sánchez & Martínez-Ruiz (2009)
- de Mol et al., (2020)
- Mai & Zheng (2013)
- Yamakawa et al. (2015)
- Mueller et al., (2017)
- Frank et al., (2007)
- Eesley et al., (2014)
- Jin et al. (2017)
- Chen & Thompson (2015)
- Hvide & Møen (2010)
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**External Enabler**

| XEn1  | Entrepreneurial Ecosystem | **Entrepreneurial ecosystem** may include: local ecosystem, knowledge context of a startup, and proximity to urban business districts. | • Raspe & Oort (2011)  
• Honjo (2004) |
|-------|---------------------------|--------------------------------------------------------------------------------------------------------------------------------|---------------------------------------------------|
| XEn2  | Industrial & Market       | **Industrial & market** may include: differentiators in an industry (relevance of sustainability), the economic condition of a region (unemployment rate), the economic condition of an industry (level of collective optimism among industry peers), industry cluster (strength of a cluster of related industries), investors (venture capital availability), suppliers (supplier accessibility), and target markets (entry barriers, market dynamism, and market growth). | • Schick et al., (2002)  
• Anglin et al., (2018)  
• Wennberg & Lindqvist (2010)  
• Robinson, & McDougall (2001) |
| XEn3  | Regulatory & Political    | **Regulatory & Political** may include: institutional environment (strength and efficiency of institutions), regulation (bankruptcy regulation and costs of doing business due to the government regulation), and support policies/subsidies (continuity of support policies that could affect the startup, generosity of support policies that could affect the startup, and usage of support policies through the startup). | • Batjargal et al., (2013)  
• Eberhart et al., (2017)  
• Georgallis & Durand (2017)  
• Söderblom et al., (2015)  
• Alonso-Nuez & Maria J. (2012)  
• Norrman & Bager-Sjögren (2010) |
| XEn4  | Socio-cultural            | **Socio-cultural** may include: community entrepreneurial culture (entrepreneurial perception of community entrepreneurial culture), and social norms and culture (degree of social supportiveness in the cultural context and performance orientation of social norms and culture). | • Coleman & Kariv (2014)  
• Laskovaia et al. (2017)  
• Seo & Lee (2019) |
| XEn5  | Technological             | **Technological** may include: infrastructure and quality of the infrastructure. | • Sarma & Marszalek (2020) |

**Table 2. The structural self-interaction matrix**

<table>
<thead>
<tr>
<th>Enabler</th>
<th>IEn1</th>
<th>IEn2</th>
<th>IEn3</th>
<th>IEn4</th>
<th>IEn5</th>
<th>XEn1</th>
<th>XEn2</th>
<th>XEn3</th>
<th>XEn4</th>
<th>XEn5</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEn1</td>
<td>V</td>
<td>V</td>
<td>X</td>
<td>O</td>
<td>V</td>
<td>O</td>
<td>V</td>
<td>V</td>
<td>A</td>
<td></td>
</tr>
<tr>
<td>IEn2</td>
<td>O</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>V</td>
<td>A</td>
<td>O</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IEn3</td>
<td>O</td>
<td>A</td>
<td>V</td>
<td>X</td>
<td>A</td>
<td>O</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IEn4</td>
<td>V</td>
<td>V</td>
<td>V</td>
<td>V</td>
<td>O</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IEn5</td>
<td>V</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>V</td>
<td>A</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XEn1</td>
<td>A</td>
<td>O</td>
<td>O</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XEn2</td>
<td>A</td>
<td>A</td>
<td>O</td>
<td>O</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XEn3</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XEn4</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XEn5</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 3. The initial reachability matrix**

<table>
<thead>
<tr>
<th>Enabler</th>
<th>IEn1</th>
<th>IEn2</th>
<th>IEn3</th>
<th>IEn4</th>
<th>IEn5</th>
<th>XEn1</th>
<th>XEn2</th>
<th>XEn3</th>
<th>XEn4</th>
<th>XEn5</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEn1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>IEn2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IEn3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IEn4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IEn5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XEn1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XEn2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XEn3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XEn4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>XEn5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
As a result, a partition matrix was created to specify the levels of all enablers (IEn1–XEn5) in the structural model. The "reachability set" is the initial set, and it displays all the enablers that an enabler can reach for each enabler. The "antecedent set," or collection of variables that have previously gone through that enabler, is the second set. The "interaction set," which represents the set of enablers that overlap between the reachability and antecedent sets, implying that they may be deleted, and a level may be attributed to the enabler based on this, is the third set. This elimination and level assignment procedure is used for each created partition matrix in iterations until all enablers are exhausted, and levels are determined. In iterations, this elimination and level assignment procedure is used for each created partition matrix until all enablers have been exhausted and levels have been determined. The adoption of the provided approach resulted in seven iterations classifying the enablers into eight levels (Level I–Level VIII), as shown in Table 5.

Table 5. Partition matrix and enabler levels—all iterations of ISM computations.

<table>
<thead>
<tr>
<th>Iteration 1</th>
<th>Enabler</th>
<th>Reachability Set</th>
<th>Antecedent Set</th>
<th>Intersection</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEn1</td>
<td>IEn1, IEn2, IEn3, IEn4, IEn5, XEn1, XEn2, XEn3, XEn4</td>
<td>IEn1, IEn4, XEn5</td>
<td>IEn1, IEn4, XEn5</td>
<td>IEn1, IEn4</td>
<td></td>
</tr>
<tr>
<td>IEn2</td>
<td>IEn2, XEn1</td>
<td>IEn1, IEn2, IEn3, IEn4, IEn5, XEn1, XEn2, XEn3, XEn4</td>
<td>IEn1, IEn2, IEn3, IEn4, IEn5, XEn1, XEn2, XEn3, XEn4, XEn5</td>
<td>IEn2</td>
<td></td>
</tr>
<tr>
<td>IEn3</td>
<td>IEn2, IEn3, XEn1, XEn2</td>
<td>IEn1, IEn3, IEn4, IEn5, XEn1, XEn2, XEn3, XEn4</td>
<td>IEn1, IEn3, IEn4, IEn5, XEn1, XEn2, XEn3, XEn4, XEn5</td>
<td>IEn3, XEn2</td>
<td></td>
</tr>
<tr>
<td>IEn4</td>
<td>IEn1, IEn2, IEn3, IEn4, IEn5, XEn1, XEn2, XEn3, XEn4</td>
<td>IEn1, IEn4, XEn5</td>
<td>IEn1, IEn4, XEn5</td>
<td>IEn1, IEn4</td>
<td></td>
</tr>
<tr>
<td>IEn5</td>
<td>IEn2, IEn3, IEn5, XEn1, XEn2</td>
<td>IEn1, IEn4, IEn5, XEn1, XEn2, XEn3, XEn4, XEn5</td>
<td>IEn1, IEn4, IEn5, XEn1, XEn2, XEn3, XEn4, XEn5</td>
<td>IEn5</td>
<td></td>
</tr>
<tr>
<td>XEn1</td>
<td>XEn1</td>
<td>IEn1, IEn2, IEn3, IEn4, IEn5, XEn1, XEn2, XEn3, XEn4, XEn5</td>
<td>XEn1, XEn2, XEn3, XEn4, XEn5</td>
<td>XEn1</td>
<td>1</td>
</tr>
<tr>
<td>XEn2</td>
<td>IEn2, IEn3, XEn1, XEn2</td>
<td>IEn1, IEn3, IEn4, IEn5, XEn1, XEn2, XEn3, XEn4, XEn5</td>
<td>IEn1, IEn3, IEn4, IEn5, XEn1, XEn2, XEn3, XEn4, XEn5</td>
<td>IEn3, XEn2</td>
<td></td>
</tr>
<tr>
<td>XEn3</td>
<td>IEn2, IEn3, IEn5, XEn1, XEn2, XEn3</td>
<td>IEn1, IEn4, XEn3, XEn4, XEn5</td>
<td>IEn1, IEn4, XEn3, XEn4, XEn5</td>
<td>XEn3</td>
<td></td>
</tr>
</tbody>
</table>
### Iteration 2

<table>
<thead>
<tr>
<th>Enabler</th>
<th>Reachability Set</th>
<th>Antecedent Set</th>
<th>Intersection</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEn1</td>
<td>IEN1, IEN2, IEN3, IEN4, IEN5, XEN2, XEN3, XEN4</td>
<td>IEN1, IEN4, XEN5</td>
<td>IEN1, IEN4</td>
<td>II</td>
</tr>
<tr>
<td>IEn2</td>
<td>IEN2, XEN1</td>
<td>IEN1, IEN2, IEN3, IEN4, IEN5, XEN2, XEN3, XEN4, XEN5</td>
<td>IEN2</td>
<td></td>
</tr>
<tr>
<td>IEn3</td>
<td>IEN2, IEN3, XEN2</td>
<td>IEN1, IEN3, IEN4, IEN5, XEN2, XEN3, XEN4, XEN5</td>
<td>IEN3, XEN2</td>
<td></td>
</tr>
<tr>
<td>IEn4</td>
<td>IEN1, IEN2, IEN3, IEN4, IEN5, XEN2, XEN3, XEN4</td>
<td>IEN1, IEN4, XEN5</td>
<td>IEN1, IEN4</td>
<td></td>
</tr>
<tr>
<td>IEn5</td>
<td>IEN2, IEN3, IEN5, XEN2</td>
<td>IEN1, IEN4, IEN5, XEN3, XEN4, XEN4, XEN5</td>
<td>IEN5</td>
<td></td>
</tr>
<tr>
<td>XEn2</td>
<td>IEN2, IEN3, XEN2</td>
<td>IEN1, IEN3, IEN4, IEN5, XEN2, XEN3, XEN4, XEN5</td>
<td>IEN3, XEN2</td>
<td></td>
</tr>
<tr>
<td>XEn3</td>
<td>IEN2, IEN3, IEN5, XEN2, XEN3</td>
<td>IEN1, IEN4, XEN3, XEN4, XEN5</td>
<td>XEN3</td>
<td></td>
</tr>
<tr>
<td>XEn4</td>
<td>IEN2, IEN3, IEN5, XEN2, XEN3, XEN4</td>
<td>IEN1, IEN4, XEN4, XEN5</td>
<td>XEN4</td>
<td></td>
</tr>
<tr>
<td>XEn5</td>
<td>IEN1, IEN2, IEN3, IEN4, IEN5, XEN2, XEN3, XEN4, XEN5</td>
<td>XEN5</td>
<td>XEN5</td>
<td></td>
</tr>
</tbody>
</table>

### Iteration 3

<table>
<thead>
<tr>
<th>Enabler</th>
<th>Reachability Set</th>
<th>Antecedent Set</th>
<th>Intersection</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEn1</td>
<td>IEN1, IEN3, IEN4, IEN5, XEN2, XEN3, XEN4</td>
<td>IEN1, IEN4, XEN5</td>
<td>IEN1, IEN4</td>
<td>III</td>
</tr>
<tr>
<td>IEn3</td>
<td>IEN3, XEN2</td>
<td>IEN1, IEN3, IEN4, IEN5, XEN2, XEN3, XEN4, XEN5</td>
<td>IEN3, XEN2</td>
<td>III</td>
</tr>
<tr>
<td>IEn4</td>
<td>IEN1, IEN3, IEN4, IEN5, XEN2, XEN3, XEN4</td>
<td>IEN1, IEN4, XEN5</td>
<td>IEN1, IEN4</td>
<td>III</td>
</tr>
<tr>
<td>IEn5</td>
<td>IEN3, IEN5, XEN2</td>
<td>IEN1, IEN4, IEN5, XEN3, XEN4, XEN5</td>
<td>IEN5</td>
<td>III</td>
</tr>
<tr>
<td>XEn2</td>
<td>IEN3, XEN2</td>
<td>IEN1, IEN3, IEN4, IEN5, XEN2, XEN3, XEN4, XEN5</td>
<td>IEN3, XEN2</td>
<td>III</td>
</tr>
<tr>
<td>XEn3</td>
<td>IEN3, IEN5, XEN2, XEN3</td>
<td>IEN1, IEN4, XEN3, XEN4, XEN5</td>
<td>XEN3</td>
<td>III</td>
</tr>
<tr>
<td>XEn4</td>
<td>IEN3, IEN5, XEN2, XEN3, XEN4</td>
<td>IEN1, IEN4, XEN4, XEN5</td>
<td>XEN4</td>
<td>III</td>
</tr>
<tr>
<td>XEn5</td>
<td>IEN1, IEN3, IEN4, IEN5, XEN2, XEN3, XEN4, XEN5</td>
<td>XEN5</td>
<td>XEN5</td>
<td>III</td>
</tr>
</tbody>
</table>
Using Cross-Impact Matrix Multiplication Applied to Classification (MICMAC) and the FRM's estimated dependence and driving powers determined in Table 4, all enablers (IEn1–XEn5) were classified or sorted into four groups in the sixth stage of ISM. Linking, dependent, driver and autonomous enablers are all types of enablers. The values associated with each enabler were used as (x, y) coordinates to build the dependency versus driving power curve. As a result, their categories were defined, and the chart's four quadrants were separated into four quadrants, as illustrated in Figure 1.
Results of this study's ISM, shown in Tables 1–5 and Figures 1 and 2, demonstrate that the targeted experts have categorized all enablers into three categories: independently derived, dependent, and linked. No independently derived enabling mechanisms have been found. Experts involved in this research have also categorized the ten discovered enablers of startups' long-term viability into eight distinct degrees of importance.

This suggests that XEn5, Technological, has the largest amount of dependency on other enablers and displays a lesser level of driving strength among other enablers to startups' sustainability. According to the findings, the second level of enablers (Processes "IEn1" and Vision & Strategy "IEn4") have a direct impact on the outcome. A lack of vision and strategy (e.g., business model, ambidexterity of a business model, efficiency/productivity of a business model, fit between strategy and the team experience, the role of innovation and technology in a business model, and business model) is to blame for the infrastructure's inadequacy. It is thus safe to say that this collection of enablers has had a direct impact on Socio-culture, which in turn has had an impact on Regulations and Politics, which in turn has had an impact on Startup Team Capabilities (XEn4) (IEn5). A product/service & market position (XEn2) is immediately impacted by team enabler (IEn3), which is directly influenced by the product/service & market position (XEn2) (IEn2). To sum it up, the entrepreneurial ecosystem (XEn1) has the most effect on all of the enablers, which comprise the third through eighth levels with the greatest driving force.
According to the report, the entrepreneurial environment is critical to the long-term viability of businesses. There are no barriers to new ideas in Saudi Arabia's entrepreneurial environment. FinTech ExPermit was created by the Saudi Capital Market Authority (CMA) to allow equity crowdfunding platforms to operate in the country. On the heels of this, the Saudi Arabian Monetary Agency (SAMA) has set up an experimentation zone to test different digital payment systems and has given many banks and enterprises experimental permits. There was also a group called Fintech Saudi that brought together essential players to encourage a culture of innovation inside the financial industry in Saudi Arabia.

Additionally, several support firms have popped out from the PIF subsidiary TAQNIA, which is dedicated to creating value from technology. BIAC, Riyadh TAQNIA Fund, and Research Products Development (RDP), a technological development and commercialization center, are just a few examples of organizations that fall under this category (Ashri, 2019). Another key enabler is the ability to use a company's operations, vision, and strategy in conjunction with various resources and partners. The entrepreneurial environment may be built by accepting these enablers one at a time.

The theoretical contribution of this paper is divided into three parts. First, we identified ten influencing elements of startups' sustainability based on literature research. We suggested a hierarchical model of influencing startup sustainability using the expert approach based on the ISM method of system dynamics. The majority of Saudi Arabian research has concentrated on female entrepreneurship (Islam et al., 2018), post-materialistic ideals (Alammari et al., 2019), female entrepreneur environmental problems (Alkhaled & Berglund, 2018), and characteristics that influence the entrepreneurial success (Al-Tit et al., 2019). Only one research (Abdulghaffar & Akkad, 2020) looked at various variables impacting startup sustainability on two levels, including internal and external factors, without looking at how they interrelate. This work conducts in-depth research and presents

5. Discussion and Limitations

Figure 2. The final ISM digraph of enablers to startups sustainability
researchers with a user-friendly ISM (as illustrated in Figure 2). Second, this paper shows that industrial & market factors (Differentiators in an industry, Economic condition of a region, Economic condition of an industry, Industry cluster, Investors, Suppliers, and Target markets), as well as partnerships & resources (Advising bodies, Funding situation, Incubators & accelerators, Intellectual property, Investors, Network of startups, and Network of entrepreneurial management team), can have direct effects on startup sustainability as a key factor. Industrial & market (Schick et al., (2002); Anglin et al., (2018); Wennberg & Lindqvist (2010)) and collaborations & resources (Takahashi et al., (2018); Lall et al., (2020); Croce et al., (2018)) have also been emphasized by certain academics. This adds to our understanding of how industrial and market conditions, as well as relationships and resources, impact startup sustainability. Furthermore, this research incorporates current research aspects and frameworks, allowing for a more in-depth examination of sustainability theory as well as an empirical investigation of startup sustainability.

Our study results have three implications for entrepreneurs and companies looking to develop entrepreneurial ecosystems. This article first lays out a route for entrepreneurs to follow to enhance their chances of becoming more sustainable. The industry and market, as well as relationships and resources, demand special consideration since they might directly impact the startup's long-term viability. Entrepreneurs should maintain a high level of competitiveness (competitor reactions to the startup's offering and uniqueness of product/service), customers (past sales, and status of customers a startup has reputation & signaling), innovativeness of the startup (R&D activities, uniqueness of innovation), market positioning of the startup (geographical location, growth of the startup, and social outcome orientation of the startup), and market positioning of the startup (geographical location, and growth Second, regulatory and political factors may have an indirect impact on the startup's long-term viability by altering the entrepreneurial team. To provide entrepreneurs with appropriate support, the institutional environment (institutional strength and efficiency), regulation (bankruptcy regulation and costs of doing business due to government regulation), and support policies/subsidies (continuity of support policies that could affect the startup, generosity of support policies that could affect the startup, and usage of support policies through the startup) are all required. Third, technological, process, vision, strategy, and socio-cultural variables must be considered (Horne & Fichter, 2022). To create an excellent social atmosphere and environment for entrepreneurial activities, the socio-cultural (entrepreneurial perception of community entrepreneurial culture, degree of social supportiveness in the cultural context, and performance orientation of social norms and culture) must provide vigorous support and openness.

The research design that was used in this study includes several limitations. Due to the exploratory nature of this research, we cannot apply the perspectives of the business owners we interviewed here to any other set of institutional or political conditions. However, all this knowledge is valuable since every entrepreneur has an engaging story about their personal experience starting a business. We believe that the theoretical model can be used in various settings. Consequently, it is hard to determine whether or not the strategies discussed in this article are really effective or making an impact. Even though those who responded are highly experienced in their separate fields as entrepreneurs, it would still be necessary to use different methods to analyze this data.

Conclusions

Impact startups may help the sustainability transition by effectively scaling up their "sustainability-oriented market innovations" and "transforming markets towards sustainable development," as discussed in this article. Most elements influencing startups' success and establishing links between business ventures' social or environmental repercussions remain unknown. The interpretive structural modeling (ISM) method was used to study the linkages between distinct enabling components since they are not entirely stand-alone. The stages of the ISM process were designed based on the advice of industry professionals. This diagram of startup sustainability enablers helps us to understand how they interact together.
The three primary contributions we provide to science result from our work. If you want your business to have a better shot at long-term viability, this article offers a path to follow. The startup's long-term sustainability may be directly impacted by the industry and market, as well as the startup's ties and resources. A startup's competitiveness, customer base, R&D activities, uniqueness of its innovation, and market positioning should all be maintained at a high level by entrepreneurs. This may have a direct influence on the startup's long-term sustainability by changing the entrepreneurial team. It is necessary to have a strong and efficient institution and regulations (bankruptcy regulations and the costs of doing business due to government regulation) to support entrepreneurs. A third factor to examine is the influence of various socio-cultural and technical factors (Horne & Fichter, 2022). For entrepreneurial activities to thrive, the socio-cultural (entrepreneurial perceptions, degree of social support, and performance orientation of social norms and culture) must give active support and openness to the community's entrepreneurial culture.

According to this research, ten main factors contribute to a company's long-term survival. System dynamics (Sushil, 2012) from ISM was utilized to provide a comprehensive picture of the links and interrelationships among the many factors affecting startup long-term viability. This study classified internal and external facilitators. Processes, goods or services, and market position; partnerships; resources; vision; strategy; team; entrepreneurial ecosystem; regulatory; political; socio-cultural & technological; are all facilitators to success in a commercial context.
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Abstract. The article aims to reveal whether the number of tournaments in different categories, GDP, and the average wage impact athletes' success. GDP and average wage are viewed as the factors influencing the financial support of athletes. It allows the players to participate in the tournaments in their home country, increasing the chances of achieving better results. On the other hand, a high average wage can change athletes' decisions to pursue university studies. The main research question is: Which of the selected factors affect the success of juniors, men, and women playing tennis professionally? This was studied on the sample starting with fifty European countries (geographically assigned in this international research perspective). The relationship was corroborated between the number of tournaments organized in the country and the number of athletes from the country in the TOP 100 rankings. The article builds on the previous research works conducted worldwide, focusing on other relevant factors and their effect on the success of professional tennis players. The empirical research focuses on economic factors playing a pivotal role in tennis associations' operation and economic sustainability and other entities involved. Econometric regression modeling was applied to the panel data as a quantitative method to justify the relationships among the variables studied.
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1. Introduction

Earning a living via sport is a dream for many children. However, this way is long and affected by numerous factors. Looking at the sports system in the USA, less than five percent of high school athletes become collegiate athletes, and only less than three percent of those become professional athletes. A high school athlete's chance of becoming a professional is around 0.001% (Bryan, 2009). Within individual sports, the best-paid athletes are boxers, golfers, and tennis players. Swiss tennis player Roger Federer was the best-paid athlete of 2020 (Gough, 2020). Following the path of a professional athlete is accompanied by decisions from an early age. These are influenced by the environment, traditions, upbringing, and other factors. The impact of the environment on sport and vice versa creates a plethora of possible variations leading to the decision of a young athlete to pick up or give up the sport.

One of the critical factors affecting a young athlete's path toward a professional career is the chance of success (Schmidt et al., 2016). Bringing up successful athletes is an aim of national governing bodies. Associations need successful athletes to gain direct funds bound to their results, attract children, and extend their membership bases to succeed in the future. Even though there are many factors the associations cannot influence, there are others they can control. The article aims to identify the factors affecting tennis players' career trajectories, adding to the previous research, determining factors that can be affected by the national association to support the upbringing of athletes.

The authors are aware that various factors influence athletes' success. The article focuses mainly on those states or tennis associations can control. A question emerged: Why are fewer TOP 100 athletes in historically successful tennis countries now than in the past?

This question, revealed during the initial analysis, formed the motivation to address the issue. Therefore, examples of historically most prosperous countries in tennis were selected (Figure 1, Figure 2). In these countries, the number of athletes in the TOP 100 and the stagnation of new faces in the ranking was examined. Based on the graph, the attention was focused on the financial situation, too. The purpose was to create recommendations for associations leading to an effective strategy to improve the case in the short term.

Figure 1. Number of athletes in the TOP 100 ranking (TOP 100 men) for the countries selected (left) and the number of new faces in the ranking for Germany (right) during the analyzed period

Source: own elaboration
Specifically, the article focuses on examining the interconnection between the country's economic situation, its ability to organize tennis tournaments, and the final success of the country in this sport. The economic situation is represented by GDP, GDP per capita, and the average wage. The country's success in tennis was defined by the number of athletes placed in the junior and adult rankings and by the annual increase of these variables. This logic presented in the article is captured in Figure 3.

2. Theoretical background

According to the previous research, the factors affecting a young tennis player's path towards being a professional athlete include two main categories. The first are socioeconomic factors, representing the impact of the environment, family, or school on individual athletes, and the state's attitude towards sport. The second group represents a chance for a successful career not only during the junior age.

Figure 2. Number of athletes in the TOP 100 ranking (TOP 100 boys) for the countries selected (left) and the number of new faces in the ranking for France (right) during the analyzed period

Source: own elaboration

Figure 3. Logical structure underpinning the research

Source: own elaboration
2.1 The impact of socioeconomic environment on sport

Several authors focused on the relationship between sport and macroeconomic behavior in developed countries (Erben, 2003) or the economic impact of collegiate (Baade et al., 2011) and professional sport (Storm et al., 2017) on local economies. Leeds & Leeds (2009) studied the impact of the external environment on success in sport. They focused on the impact of a nation's political regime, institutions, and colonial heritage on soccer performance. The effect of a nation's standard of living and culture on success in soccer was examined in other studies. The impact of these factors on a national soccer team's success in international competitions was confirmed by Hoffman et al. (2002) and Foer (2006).

The athletes' motivation to decide on a professional career is also important, as it was concluded in several studies. According to Frey (1988), individuals perceive their chances of becoming top-level athletes as higher than they are. Their surroundings influence young athletes' decision-making. The link between the events of becoming top-level athletes, birthplace, and the size of the community was confirmed by other studies (Bruner et al., 2011; Turnnidge et al., 2014; Imtiaz et al., 2014; Rossing et al., 2016; Hancock et al., 2017; Rossing et al., 2018). Authors observed a trend when young athletes are supported to become elite via selective sports clubs beyond the standard interscholastic sports systems. This approach aims to enhance their skills and showcase their skills in front of scouts (Brenner and Council on Sports Medicine and Fitness, 2007, 2016; LaPrade et al., 2016).

The state's policy can also be aligned with the preparation of elite athletes. It usually sets the rules for allocating funds towards the best athletes, not spending a lot of money on athletes with weaker performance. This contrasts with national federations' approach to building large memberships (De Bosscher et al., 2003).

Schmidt et al. (2016) studied the selection between education and a professional soccer career. They dealt with the impact of socioeconomic factors from a macroeconomic perspective, observing that athletes from countries with lower economic status have a higher tendency to give up their studies in favor of professional sport. They assume that athletes from poorer countries perceive a sports career as significant progress in social status. This means that via playing soccer, they are striving for recognition. On the other hand, in a country with a high living standard, such as Hongkong, the youths are more focused on the academic environment (Shuttleworth & Wan-Ka, 1998; Bridges, 2012; Zheng, 2015). An even more significant effect than the one described above can be observed concerning the socioeconomic status and the impact on the athletes' families.

Families' social status in relation to the child's hockey career was studied by Moret & Ohl (2018). They did not compare sports on an international level but only in Switzerland. According to their findings, for athletes from the upper-middle class, the faith in becoming successful in sport is combined with the family's strategy, assessing the risks in a sports career as a type of entrepreneurship. These athletes have strong support from their families. The family perceives hockey as a good source of social status. Athletes from the lower-middle class aspire to improve their social position via hockey. However, their families are more supportive of education. These athletes have a backup plan applicable after the end of a sports career.

Sletten (2010) studied the athletes from the lower-middle class, stating that the ideology of sport without social barriers is not aligned with reality and Post et al. (2018) agreed. Studying the sports system in the USA, they concluded that year-round participation in the sports process could limit the engagement of children from families without sufficient resources. Regardless of social class, a young athlete is influenced by the family's sports tradition. According to Park et al. (2013), such an intense sports identity can negatively affect study results. This leads to perceiving a young person as an athlete, not a student. The family background also influences the sports children to want to do or the club they wish to join. Especially the USA has unique conditions with an elaborate collegiate system. Selecting a particular university is often the most critical decision in an athlete's life. This
inspired the authors to study the reasons for choosing a specific university (Goss et al., 2006; Feldman, 2007; Croft, 2008; Puline et al., 2008; Magnusen et al., 2014).

Concerning the past research focused on the athletes' background, family support, their motivation to play tennis professionally, and the wage young people can expect in a specific country, the first preconditions for the research presented emerged. The authors focused on the following perspectives:

1. With a high wage, parents have money to fund athletes during their career advancement.
2. With a lower wage, parents want their children to have better conditions and secure themselves via tennis.

This determined the first partial research question: \( V_1 \) – **Does the average wage affect the success of junior athletes in tournaments?** The following research question was based on the consideration that the higher the average salary in the country, the more athletes lose their motivation to make a living from sports. The paradox of prosperity applies when athletes from countries with good conditions for performance growth lose their interest in professional sports: \( V_2 \) – **Does the average wage in the country affect the motivation of professional athletes to get into the TOP 100?**

### 2.2 Factors affecting success in tennis

An athlete's career cycle, including transitioning to adult categories, is intertwined with success. This is most frequently deciding whether an athlete will continue competing or switch to another profession. Regarding individual sports such as tennis, one's deficiencies cannot be hidden behind the team's success. Everything depends on the individuals, even if they are surrounded by professional staff. De Bosscher et al. (2003) classify three levels of impact on the tennis player's success. These include *micro-level encompassing genetic predispositions and environment; macro level related to the social background; and meso level including the structure of tournaments, system, and rules.* Crespo et al. (2001) identify competitors as an important factor in athletes' development. According to the authors, all athletes need sufficient opportunities to compete. In tennis, the key position is held by the tournaments. The research on the tournaments' impact on the position of athletes from the countries organizing them was conducted by several authors.

According to Galenson (1993), the total number of tournaments in the countries correlates with the number of male tennis players in the international ranking. Filipcic et al. (2013), focusing on the TOP 300 ranking, found a steadily decreasing correlation over time between the number of tournaments and the position of male athletes in the ATP ranking. They assumed that the athletes from these countries use the tournaments in the neighboring countries. Reid et al. (2007) studied a similar topic in women's tennis. Their study examines the relationship between the number of professional tournaments and the results of professional female athletes from these countries. The authors divided the countries into five subgroups based on the type of tournaments. A positive correlation was detected between the subgroup and the number of female athletes in the ranking. The subgroups correlate with the best five female athletes in the ranking. This means that extensive tournament structures help the nations produce elite female athletes. However, the success of players from the countries such as Russia, the Slovak Republic, and Belgium serves as a reminder that competition opportunities are only one of the components of success.

Other research questions were built on the premise: that the more tournaments the country organizes, the more opportunities home players have for getting the necessary points and advancing in the rankings. In addition, organized tournaments allow athletes to get wild cards. This increases the athletes' confidence that they will participate in the main competition (without taking part in the qualification) or in the qualification (regardless of the points earned). Another advantage of home tournaments is the saving on travel costs. These assumptions led to the following research questions: \( V_3 \) – **Does the number of tournaments in the country affect the athletes’ success in the TOP 100 ranking?** and \( V_4 \) – **If so, which tournaments have the most significant impact?**
Kovalchik et al. (2017) studied the career trajectory of female players in relation to their age and experience on the professional circuit. The authors detected a strong correlation between the shape of the trajectory and the best placement in the ranking. The athletes who achieved the highest placements during their careers got into the ranking while being juniors. This corroborated the research of Reid & Morris (2011), focusing on the benchmarks between the 16th and 17th years of age of professional players in the TOP 100 ranking. Comparing the interannual placement, the authors assessed the athletes' average progress. They concluded that the athletes aspiring towards the TOP 100 should get their first points in the ATP ranking at the age of 16 or 17, and they should be around 250th place at the age of 19. A more recent work by Reid et al. (2014) broadened this by assessing indicators based on the athletes' highest placement in their careers. The aim was to compare the career trajectories of male athletes who reached the highest professional placement in the ranking between TOP 250 and TOP 10. The study confirms that the placement of athletes who reached different peaks started to differ as early as in the first year on the professional circuit. Therefore, it is possible to predict athletes' placement between TOP 10 and TOP 100 to a certain extent based on their placement in the ranking during the initial phases of their career. Therefore, this article also focuses on examining the relationship between success in junior tennis and success in adult professional tennis. Specifically, the fifth research question was: Does the success of junior athletes affect the success of professional tennis players?

This is connected to the research by Bane et al. (2014), who compared the career trajectories of athletes between 1985 and 2010. They detected differences between the points when the athletes achieved their first points on the circuit to the moment of getting into TOP 100. This period extended the time athletes spent at the peak of their careers. The athletes stay in the TOP 100 longer. Thus it takes longer for new players to get there. This connection stems from the development in the sports sciences, medicine, training process, and the increase in financial rewards for professional athletes.

Athletes' careers were also studied by Guillaume et al. (2011), focusing on athletes in the TOP 10 and the differences in the number of matches played and won depending on gender during their careers. The relationship between the age at which junior players shall start playing on the international scene and their later success in the adult ranking was studied by Brouwers et al. (2012). However, the age at which the athletes shall start playing to become successful on the professional level was not identified. It is also challenging to determine the age at which the performance could be used as a reliable indicator for the selection of talents. The transition from junior to adult competitions was studied by Reid et al. (2009). These authors studied the possibility of predicting the placement of the players from the TOP 20 of the International Tennis Federation's Junior Circuit in the adult ranking. 99% of female athletes from the junior TOP 20 got in the adult ranking. A high percentage of the junior female athletes from the TOP 20 got into the adult TOP 100 (61.4%). Reid et al. (2007) studied the same focus on boys. In this case, 91% of male athletes from the junior ITF TOP 20 ranking got to the adult professional ranking.

The current research is focused on the influence of the family, state, or environment on young athletes' decision to continue their careers. In tennis, emphasis was also put on the level athletes in junior age must achieve to become adult professionals. This article examines the factors that affect young tennis players, defining those that the national association can influence. What can an association do? Can it manage the number of tournaments or financially support athletes?
3. Research objective and methodology

Based on the research questions, the necessary data were collected. Details are provided in section 3.1. Since the created data set was complex and allowed to examine multiple connections, the authors decided to narrow it down. This was done by correlation analysis of all variables (Figure 4).

This was performed via a correlation matrix. It represented the initial assessment of the logic behind selecting variables needed to test the research hypotheses. Figure 4 illustrates the distinction between negative (blue) and positive relationships (red); saturation represents the relationships' strength. The analysis of the correlation matrix consisted not only of studying it visually but also of evaluating the values.

Figure 4. Correlation matrix of all variables obtained

*The variables of the correlation matrix are explained in Appendix A

Source: own elaboration in Gretl
The main research area consists of the factors affecting the country's success in tennis which led to the hypotheses defined:

H1: If a country organizes more tournaments, the number of athletes in the TOP 100 ranking is higher.
H2: The better the economic situation (represented by GDP and average wage), the more athletes the country has in the TOP 100 ranking.
H3: If a country has more successful junior athletes, it becomes more successful in adult professional tennis.

3.1 Data description

The research is based on the data collected for 13 years, between 2004 and 2016, including 50 European countries. Data was collected from a historical database of the ITF. The data entries represent the achievements of junior and adult tennis players. They also include the number of tennis tournaments organized by the studied countries. In addition, economic data on GDP, GDP per capita, and average wage per country were collected. For Serbia and Montenegro, the tournaments before 2006 were added to the countries according to their current geographic division.

The groups of tournaments used in the analysis were created to deal with the changes in the names and classification of the tournaments over time. For example, a group of comparable male tennis tournaments was created by putting together Satellite and Future tournaments. A similar approach was applied to all other types. Certain types were deliberately excluded from the analysis (the Olympics, World Cup team). The canceled tournaments were also excluded. Within junior tournaments, type C and team tournaments were excluded. The numbers of athletes placed in the TOP 100 to 31 December of each year were extracted from the ITF website (2021) and Rank tennis (2021).

The data on the average wage was collected from the UNECE website (2021) in US dollars and calculated using current exchange rates. The GDP and GDP per capita data were also collected in current US dollars. This was retrieved for the selected countries from the World Bank open database (2021).

Based on the data accessibility, the main data set included the data representing 39 countries. After filtering the data using deliberate criteria, there were 21 countries left to be used for other operations. The complementary data set 1 described data points from 28 countries for nine years. The complementary data set the data from 27 countries created 2 during the same time. Details on the filtration and variables included in complementary data sets are listed below.

3.2 Description of the procedure

The methodological approach consisted of three phases – data pre-processing, data analysis, and econometric modeling. Each stage was divided into parts comprising several activities (Figure 5).
The data were divided into three data sets before performing other operations on them: the main data set, complementary data set 1, and complementary data set 2. The main data set included all the essential variables to be applied in the modeling. However, other variables were added, created as a sum of the selected variables (e.g., all the men's tournaments), the annual change of the studied variables (e.g., change in TOP 100 men), or the time lag of variables (the lag up to three years: t-1 to t-3). The last activity performed on the main data set was filtering the countries according to the set criteria. These included the average value and the sum of variables entering the models as dependent variables (TOP 100 men, TOP women). The countries with the average value of 0 for at least one of the selected variables and those with the sum of <0;3> for the whole studied period were filtered out for at least one of the selected variables.

The complementary data set 1 included the annual increase in men in the TOP 100 ranking, and the yearly growth in the boys in the TOP 100 ranking lagged by three years (t-3). This shift was deliberately selected in relation to the data collection to capture a period needed for effect to manifest itself (transition from the juniors into the adult category). The same logic was applied to create the complementary data set 2, which covered the situation of female athletes.

Gretl statistical software was selected for working with the panel data structures. One of such operations was data standardization. This was applied to the macroeconomic variables since they differed by magnitude. Standardization allowed to eliminate distortion of the modeling results. The relevant variables were standardized using a standard procedure: (original value – average value)/standard deviation.
The main part of modeling was the creation and application of the following algorithm:

- selection of the dependent variable and independent variables (conditioned by the logic and the results of correlation analysis),
- application of OLS (ordinary least squares) Pooled model,
- analysis of the parameters' significance and the model's significance accompanied by the study of relevant statistical tests,
- adjustment of the model/elimination of the variables with insignificant,
- selection of the most appropriate model,
- application of panel diagnostics tests,
- analysis of the tests’ results,
- assessment of the appropriateness of individual models: OLS model/ Fixed effects model/ Random effects model,
- creation of the appropriate model using the selected variables,
- verification of the model focusing on three perspectives: (1) logical, (2) statistical, and (3) econometric:
  - if the parameters are insignificant, the modeling algorithm is rerun with different variables (statistical verification),
  - if the parameters are significant, the presence of other phenomena is tested (autocorrelation, heteroskedasticity, normality of residues – econometric verification),
  - if the phenomena are present, the model is modified based on the test’s results (Between model was applied),
- the selected models with significant parameters were noted as the final models.

The application of the algorithm described led to 88 modeling experiments. The selected results from the modeling are described below.

4. Results and discussion

The results section is divided according to the data sets used. The initial tool of the analysis was the correlation matrix. This was followed by experimenting with econometric models.

4.1 The results of the main data set analysis

The variables included in the main data set were analyzed to obtain the results presented. Other added variables supplemented the basic variables. The technique of filtering the data based on deliberate criteria was also applied in the modeling.

4.1.1 Results of the selected experiments of the econometric modeling

The application of the procedure described in the methodology led to numerous branches of modeling experiments. A considerable portion of them was not considered successful since they did not bring statistically, econometrically, or logically significant models. This section presents examples of how individual modeling branches ended.

**Modeling with the basic data**

Among the basic data, relevant variables were selected (number of TOP 100 men, men International 250 tournaments, men Challenger tournaments, men Satellites + Futures, standardized GDP, standardized GDP per capita, and standardized average wage). TOP 100 men represented the dependent variable in the modeling. Firstly, the Pooled OLS model was created, in which the variables with insignificant variables were gradually
eliminated. The panel diagnostics tests were run on this model. The results (joint significance of differing group means: \( F(38,465) = 46.5891, p\text{-value} < 0.001 \); Hausman test statistic: \( H = 81.2744, p\text{-value} < 0.001 \)) indicated suitability of a Fixed effects model. After eliminating all the variables with insignificant parameters in this model, the resulting model included only one independent variable – standardized GDP (coefficient = -0.5931; \( t = -2.284; p\text{-value} = 0.0228 ** \)). However, this model was not considered appropriate econometric-wise. Therefore, no further procedure was applied.

Subsequently, the following variables entered the modeling process: the number of TOP 100 women, women Premiere + Tier 1 + Tier 2 tournaments, women International + Tier 3 + Tier 4 tournaments, women ITF Women's tournaments, standardized GDP, standardized GDP per capita, the standardized average wage in the country. **TOP 100 women** were the dependent variable. The modeling procedure started with the Pooled OLS model. After achieving a model with only significant parameters, the panel diagnostics followed. The results (joint significance of differing group means: \( F(38,464) = 37.9772, p\text{-value} < 0.001 \); Hausman test statistic: \( H = 61.2969, p\text{-value} < 0.001 \)) indicated the suitability of a Fixed effects model. After eliminating variables with insignificant parameters, two independent variables remained (women Premiere + Tier 1 + Tier 2 tournaments, standardized GDP). The tests for detecting autocorrelation (Wooldridge test: \( F(1,38) = 27.8375, p\text{-value} < 0.001 \)), heteroskedasticity (Wald test: \( \text{Chi-square}(39) = 5.63529e+11, p\text{-value} = 0 \)), and the normality of residuals (\( \text{Chi-square}(2) = 230.905, p\text{-value} = 0 \)) were performed. Autocorrelation and heteroskedasticity were detected, and the residuals were not normally distributed. Therefore, a modification using the Between model followed. The best-resulting model contained one independent variable (women Premiere +Tier 1 + Tier 2 tournaments). The values for this variable were as follows: coefficient = 4.22485; \( t = 5.544; p\text{-value} < 0.001 *** \). The significance of the whole model was described by the adjusted \( R^2 = 0.439 \). These results support the premise of a positive impact of the tournaments within the studied categories organized in the country on the number of professional women athletes in the TOP 100 ranking.

**Modeling with added variables**

The men's tournaments variable was added, representing the sum of all men's tennis tournaments. This entered the modeling with the standardized macroeconomic variables as independent variables. The dependent variable **TOP 100 men**. The algorithm was applied, leading to the best result of this experiment, a Fixed effects model with one independent variable (standardized GDP; coefficient = -0.593147; \( t = -2.284; p\text{-value} = 0.0228** \)).

For women, the added variable was represented by all women's tournaments. This independent variable entered the modeling process with the standardized macroeconomic variables. The dependent variable was the **TOP 100 women**. The algorithm led to a Fixed effects model, but after the adjustments, only one independent variable remained (standardized GDP; coefficient = -1.06279; \( t = -3.288; p\text{-value} = 0.0011*** \)). This was where the procedure ended for this experiment.

Similarly, a model with the dependent variable **TOP 100 juniors** was created, using the added variable representing all junior tennis tournaments studied. The algorithm led to a Fixed effects model as the best result achieved. Again, this model contained only one independent variable – standardized GDP (coefficient = -0.625486; \( t = -1.690; p\text{-value} = 0.0917* \)).

**Modeling with filtered data**

One of the branches of experimenting with the filtered data was working with the sum variable for all men's tournaments. Since this branch was unsuccessful, the research followed the other direction, using variables for individual categories of tournaments separately.
The algorithm worked with the dependent variable **TOP 100 men** and independent variables (types of men tournaments and standardized GDP). The best result was a Pooled OLS model. It contained two independent variables with significant parameters (at the significance $\alpha = 0.01$). The panel diagnostics tests followed and indicated the suitability of a Fixed effects model. However, the parameters were insignificant. Thus, this experiment ended.

The dependent variable of another experiment using the filtered data was **TOP 100 women**. The independent variables included all studied categories of women’s tournaments and standardized macroeconomic indicators. The best result was a Fixed effects model with one independent variable – standardized GDP (coefficient = -1.31483; $t = -2.472$; $p$-value = 0.0141**).

Subsequently, a model with the dependent variable **TOP 100 juniors** was created. The independent variables included all studied types of junior tennis tournaments and standardized macroeconomic variables. The best result was a Between model. However, this model did not belong among the final models since it contained only one independent variable – standardized GDP (coefficient = 1.27540; $t = 3.200$; $p$-value = 0.0047***). This model had the adjusted $R^2 = 0.316$, representing the extent to which it explained the variability of the data.

### 4.1.2 Selected final models

The first final model (Table 1) resulted from a successful run of the selected algorithm. The dependent variable in this model was **TOP 100 juniors**, and the independent variables included individual categories of junior tennis tournaments and standardized macroeconomic variables. The Between model was successful in eliminating the previously present autocorrelation Wooldridge: $F (1,38) = 20.4815$; $p$-value <0.001) and heteroskedasticity (Chi-square (39) = 6.04376e+11; $p$-value = 0).

<table>
<thead>
<tr>
<th>Between model, using observations 1-39</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top 100 juniors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Adjusted $R^2$ = 0.622</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>variable</strong></td>
<td>coefficient</td>
<td>std. error</td>
<td>t-ratio</td>
<td>$p$-value</td>
</tr>
<tr>
<td>const.</td>
<td>0.943501</td>
<td>0.283796</td>
<td>3.332</td>
<td>0.0020</td>
</tr>
<tr>
<td>junior G2 + B2 tournaments</td>
<td>0.564562</td>
<td>0.285718</td>
<td>1.976</td>
<td>0.0561</td>
</tr>
<tr>
<td>junior G3 + B3 tournaments</td>
<td>1.57488</td>
<td>0.427353</td>
<td>3.685</td>
<td>0.0008</td>
</tr>
<tr>
<td>standardized GDP</td>
<td>1.12597</td>
<td>0.225567</td>
<td>4.992</td>
<td>1.64e-05</td>
</tr>
</tbody>
</table>

*Table 1. Between model with dependent variable Top_100_juniors*

Source: own elaboration

However, the modification did not achieve residue normality, as evidenced by the test results shown in the graph (Figure 6). Failure to achieve normality limits the possibility of generalizing model results beyond the sample used.
The model achieved a degree of data variability explanation of more than 60%. The variables with significant parameters at the significance level of 0.01 in the model were: juniors G3 + B3 tournaments and standardized GDP. The results show that their effect on the investigated dependent variable is positive.

The second final model (Table 2.) also included the dependent variable TOP 100 juniors. This model was based on analyzing the variables' time shift effect. The previously present autocorrelation (Wooldridge: F (1.38) = 25.0041; p-value <0.001) and heteroskedasticity (Chi-square (39) = 5.24526e+11; p-value = 0) were removed using the Between model.

Table 2. Between model with dependent variable Top_100_juniors, examining a lagged effect of GDP

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>coefficient</th>
<th>std. error</th>
<th>t-ratio</th>
<th>p-value</th>
<th>sign.</th>
</tr>
</thead>
<tbody>
<tr>
<td>const.</td>
<td>1.11253</td>
<td>0.287005</td>
<td>3.876</td>
<td>0.0004</td>
<td>***</td>
</tr>
<tr>
<td>standardized GDP (t-3)</td>
<td>1.28337</td>
<td>0.238635</td>
<td>5.378</td>
<td>5.11e-06</td>
<td>***</td>
</tr>
<tr>
<td>junior G2 + B2 tournaments</td>
<td>0.478034</td>
<td>0.282850</td>
<td>1.690</td>
<td>0.0999</td>
<td>*</td>
</tr>
<tr>
<td>junior G3 + B3 tournaments</td>
<td>1.21708</td>
<td>0.429124</td>
<td>2.836</td>
<td>0.0075</td>
<td>***</td>
</tr>
</tbody>
</table>

Source: own elaboration
The modification did not achieve the normality of the residues, as evidenced by the test results in Figure 7. Failure to achieve normality limits the generalization of the model’s results.

![Figure 7](image-url)  
*Figure 7. Test for normality of residuals (Between model with dependent variable Top_100_juniors, examining a lagged effect of GDP)*

*Source: own elaboration in Gretl*

The model's explanation rate of data variability is very similar to the previous case (about 60%). The model also describes a similar effect of the explanatory variables on the dependent variable **TOP 100 juniors**. Based on the results, the conclusion is that the country’s GDP for the examined variable is consistent over time.

### 4.2 Results of analyzing the complementary data set 1

A similar approach was applied to the complementary data set 1. The results are presented in a structured manner.

#### 4.2.1 Correlation matrix for the complementary data set 1

The analysis of the correlation matrix represented the first layer of analysis. The logic captured in Figure 8. is identical to the case from the main data set.
4.2.2 Results of selected econometric modeling experiments for the complementary data set 1

As described in the methodology, complementary data set 1 provided further insight into the analyzed relationships by examining new faces in the TOP 100 rankings. A Between model was the best result of several modeling experiments using this data set. The first assumption of this model was the Pooled OLS model, where the new TOP 100 men entered as the dependent variable. Based on previous experiments, the independent variables included: new boys TOP 100 t-3, men International 250 tournament, men Satellites + Futures tournament, standardized GDP t-3, and the standardized average wage t-3. Finally, in the Between model, the standardized GDP t-3 (coefficient = 0.236219; t = 5.127; p-value <0.001 ***) remained the only variable with a significant parameter. The explanation rate of data variability by the model is represented by adjusted R² = 0.484. The model was not chosen as final.

4.2.3 Selected final models for the complementary data set 1

The third final model was obtained by modification using the Between model estimator. It was based on the OLS Pooled model, where the dependent variable was new TOP 100 men (new faces in the ranking). Independent variables included: macroeconomic indicators, men’s tennis tournaments and new faces among boys in the TOP 100 t-3.
In the final Between model (Table 3.), there were two explanatory variables: men Satellites + Futures tournaments and standardized GDP. The parameter for the variable standardized GDP had a higher degree of significance. The adjusted R2 of the model was above the 50% level.

**Table 3.** Between model with dependent variable new Top_100_men

<table>
<thead>
<tr>
<th>Dependent variable: new Top 100 men</th>
<th>coefficient</th>
<th>std. error</th>
<th>t-ratio</th>
<th>p-value</th>
<th>sign.</th>
</tr>
</thead>
<tbody>
<tr>
<td>const.</td>
<td>0.213793</td>
<td>0.0714761</td>
<td>2.991</td>
<td>0.0062</td>
<td>***</td>
</tr>
<tr>
<td>men Satellites + Futures tournaments</td>
<td>0.0121539</td>
<td>0.00624031</td>
<td>1.948</td>
<td>0.0628</td>
<td>*</td>
</tr>
<tr>
<td>standardized GDP</td>
<td>0.164344</td>
<td>0.0575864</td>
<td>2.854</td>
<td>0.0086</td>
<td>***</td>
</tr>
</tbody>
</table>

**Source:** own elaboration

This modification removed previously present heteroskedasticity (Wald test: Chi-square (28) = 6.63373e + 07; p-value = 0) and achieved normality of residues (test results shown in the Figure 9.). Autocorrelation was not present before the modification (Wooldridge test: t (27) = -0.533269; p-value = 0.59821). The model indicates a positive, albeit very weak, impact of the given categories of tournaments on the examined dependent variable.

**Figure 9.** Test for normality of residuals (Between model with dependent variable Top_100_men)

**Source:** own elaboration in Gretl
4.3 Results of analysing the complementary data set 2

Finally, the last section of results shows the analysis of the second complementary data set, including new variables described in the methodology.

4.3.1 Correlation matrix for the complementary data set 2

Based on the correlation analysis, relationships were selected for closer examination via modelling (Figure 10.).

![Correlation matrix](image)

**Figure 10.** Correlation matrix of variables included in complementary data set 2

*Source: own elaboration in Gretl*

4.3.2 Results of selected econometric modelling experiments for the complementary data set 2

Within this branch of modelling experiments, the best result was the Fixed effects model, derived from the Pooled OLS model. The initial model contained the dependent variable **TOP 100 women** and the independent variables included: new girls TOP 100 t-3, standardized GDP, and all women's tournaments. However, the resulting Fixed effects model contained only one explanatory variable with a significant parameter – standardized GDP (coefficient = -0.557090; t = -2.026; p-value = 0.044 **).
4.3.3 Selected final models for the complementary data set 2

The starting point for the last final model (a Between model – Table 4.) was the Pooled OLS model with the dependent variable **new TOP 100 women**. In this case, the independent variables were women’s tournaments, new girls TOP 100 t-3, and standardized macroeconomic indicators t-3.

<table>
<thead>
<tr>
<th>Between model, using observations 1-27</th>
<th>[ \text{Dependent variable: new Top 100 women} ]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adjusted }R^2 = 0.489</strong></td>
<td></td>
</tr>
</tbody>
</table>
| constant                               | \begin{tabular}{l|l|l|l|l}
| coefficient | std. error | t-ratio | p-value | sign. |
| 0.328833     | 0.0412069  | 7.980   | 3.30e-08 | ***   |
| standardized GDP (t-3)                  | \begin{tabular}{l|l|l|l|l}
| 0.214953     | 0.0443092  | 4.851   | 6.06e-05 | ***   |
| standardized wage (t-3)                 | \begin{tabular}{l|l|l|l|l}
| -0.122668    | 0.0425119  | -2.886  | 0.0081   | ***   |

Source: own elaboration

Modification using the between model removed previously present heteroskedasticity (Wald test: Chi-square (27) = 978418; p value = 0) and led to achieving residue normality (Figure 11; Chi-square (2) = 1.426; p value = 0.49006). Autocorrelation was not present before the model modification (Wooldridge test: t (26) = 0.795036; p value = 0.433791).

**Figure 11. Test for normality of residuals (Between models with dependent variable Top_100_women)**

Source: own elaboration in Gretl
Both variables in the model affect the dependent variable. The lagged impact of standardized GDP is positive, as in the previous case. The lagged effect of the average wage in the country on the dependent variable is negative.

Results of the hypotheses’ testing
Synthesizing all the results in the form of final models, the testing of the research hypotheses came to these conclusions:
- hypothesis H₁ was confirmed,
- hypothesis H₂ was explicitly confirmed for men and junior athletes,
- hypothesis H₃ could not be confirmed by the research.

Discussion
Becoming a professional athlete is a childhood dream. Tennis is the most popular individual sport (Gough, 2020). However, the fulfillment of this dream is affected by numerous factors. The previous research on this topic focused on several aspects. The first was the relationship between the standard of living, political situation, and the country's culture toward sport (Erben, 2003; Foer, 2006; Leeds & Leeds, 2009; Baade et al., 2011; Storm et al., 2017). Another aspect was represented by various impacts on the athlete's decision-making in a professional career. An important role is played by motivation and life values (Frey, 1988; Goss et al., 2006; Feldman, 2007; Croft, 2008; Puline et al., 2008; Magnusen et al., 2014), the impact on the environment (Bruner et al., 2011; Turnnidge et al., 2014; Imtiaz et al., 2014; Rossing et al., 2016; Hancock et al., 2017; Rossing et al., 2018), the upbringing of elite athletes (De Bosscher et al., 2003; Brenner and Council on Sports Medicine and Fitness, 2007; Brenner and Council on Sports Medicine and Fitness, 2016; LaPrade et al., 2016), the macroeconomic situation (Shuttleworth & Wan-Ka, 1998; Bridges, 2012; Zheng, 2015; Sascha et al., 2016; Moret & Ohl, 2018), and the family's socioeconomic position (Sletten, 2010; Park et al., 2013; Moret & Ohl, 2018; Post et al., 2018).

The previous research studying the factors affecting success in tennis (De Bosscher et al., 2003) also focused on the competitive environment based on the number of tournaments (Galenson, 1993; Crespo et al., 2001; Reid et al., 2007; Filipcic et al., 2013). The second factor was the level of quality the junior players must achieve to continue in their adult professional careers (Reid et al., 2006; Reid et al., 2009; Brouwers et al., 2012), followed by its trajectory (Guillaume et al., 2011; Reid & Morris, 2011; Reid et al., 2014; Bane et al., 2014; Kovalchik et al., 2017). Other research works focused on social and economic factors affecting the athlete's career. These included the impact of the macroeconomic and political situation. The latest research projects from around the world within the sports management field also studied the topic of sports organizations’ sustainability. They examined its various aspects such as social responsibility (Barbu et al., 2022), impact on the environment (Moon et al., 2022), economic issues (Lesch et al., 2022), sustainable tourism (Tsekouropoulos et al., 2022), but also the sustainable psychological well-being of athletes (Jovanovic et al., 2022). The last aspect listed is connected to human potential management and its application within the broader sports management field, being closely linked to the research presented in this article.

The problem is the high costs of a successful tennis player's development. It is justified to study the possibilities of the parents to financially support their children in this sport. The study of the impact of the average wage in the country on the success of junior tennis players was based on the presumption that its level positively affects athletes’ success because of the funds the parents can use to pay for the training, tournaments, and traveling. The results showed that the success of junior athletes is not significantly affected by the average wage in the country. The research included the study of the number of male and female junior athletes in the TOP 100 ranking. This was followed by the study of the impact of the average wage in the country on the success of adult professional athletes on the men's and women's circuits. The presumption was that a higher average salary in the country lowers the motivation of tennis players to continue in their careers. This is aligned with the results achieved by Zheng (2015), Bridges (2012), and Shuttleworth & Wan-Ka (1998), who concluded that people living in countries
with a higher living standard focus on sport less. Sascha et al. (2016) focused on a different perspective, revealing that athletes from poorer countries see sport as an opportunity to improve their social status.

Another critical factor is the competitive environment. Athletes test their skills in sports duels. In tennis, there is a system of tournaments where athletes can play several matches during a few consecutive days. A higher number of tournaments in a country means a better chance to compare the skills, leading to faster progress. This is also related to the socioeconomic background of players since a higher number of tournaments in the home country means lower costs of traveling and accommodation. From this perspective, the relationship between the number of tournaments and the number of players in the TOP 100 was studied for junior and adult athletes. It can be stated that there is a statistically significant relationship between the number of tournaments organized in the country and the success of its tennis players. This finding further confirms the conclusions reached by Gleeson (1993) & Filipcic et al. (2013). Since the research indicates that the number of tournaments influences the quality of the athletes' base, it is also relevant to study the ability of the countries to organize these tournaments. This represents a financially demanding activity.

The research results add new knowledge to the previous works dealing with socioeconomic factors affecting individuals' professional sports activity. Novel aspects are represented by the focus on both genders in junior and adult professional sports and the relationship between the success of the athletes and their competitive environment. The length of the period analyzed led to enough data points for relevant statistical results. Even though the article focuses specifically on tennis, conclusions can be applied to other individual sports based on similar principles.

Conclusions

The research focuses on the success of junior and adult tennis players. The factors influencing it can be divided into two groups, economic and competitive. The main findings include the corroboration of the relationship between the number of tournaments organized in the country and the number of athletes from the country in the TOP 100 rankings. These results, focusing on the macro-level perspective, bring a more comprehensive view of the issue and help tennis federations to develop a concept for preparing successful athletes. It should be focused on the creation of a competitive environment with a high number of tournaments.

Model 1 – The success of the junior athletes is influenced by GDP and tournaments organized by the country in the G2 and G3 categories

Athletes get more points in G2 and G3 tournaments than in G4 and G5 categories, so they need to win fewer matches. A G2 winner has 200 points, and a G5 winner only 30 points (ITF, 2021). If the country organizes these tournaments, home athletes have a higher chance to get wild cards, thus play better matches and get more points when they win in the first round (at a G2 tournament, it is 18 points, and at a G5 tournament, it is 0). Athletes who achieve points this way have a better starting position to get into the tournaments abroad, or they do not have to participate in qualifiers. This gives athletes greater comfort and confidence. In addition, these tournaments are easier to plan and require fewer funds since tournaments from G3 or higher must provide hospitality for the participants. The impact of GDP on the number of G2 and G3 tournaments is related to this, as they are more costly. The level of GDP in the country has an impact on the willingness of sponsors to support young athletes, too.
Model 2 – The success of male adult athletes is influenced by GDP and tournaments in a country in the ITF M15 and M25 category

In these tournaments, athletes gain their first ATP points and move to professional tennis. Here, home players are more likely to get wild cards and become confident that they will participate in a tournament. This eliminates the frustration of not getting to tournaments and increases comfort by making it easier to plan a tournament calendar for individual athletes. GDP affects the willingness of sponsors to support athletes and the organization of tournaments. The costs of organizing a $15,000 tournament are around $25,000, so it is not easy to raise the money. The question is why the organization of higher-subsidized tournaments, such as the ATP Challenger or the ATP Tour, did not positively impact athlete success. The answer can be found in the quality of athletes on the ATP circuit, where it is much harder to prevail; therefore, athletes must come prepared from the circuit with a lower subsidy.

Model 3 – The success of female adult athletes is influenced by GDP and the average wage

This result can be considered intriguing but explainable. According to the ITF, WTA, and ATP calendars, there are fewer women's tournaments than men's tournaments. This played a role in the statistical evaluation – low number of tournaments organized, incomparable samples. On the other hand, the impact of GDP and average wage may signal the need to get sponsors, or the family members must support athletes to travel abroad to participate in the tournaments. Another question is whether lower wages in the country do not incentivize women athletes to make a living at tennis.

Focusing on a specific sport and the system of competitions is the main limitation of the research. It prevents further generalization of conclusions for the whole sport. Another limitation is the period studied. A longer period could provide a more complex picture. Future research can focus on verifying the findings achieved via the analysis of the impact of socioeconomic factors and the competitive environment on the athletes’ success in other individual sports. Other opportunities include broadening the scope and studying other countries or going deeper and selecting fewer countries with similar attributes, adding other factors to be examined such as the size of the country of interest in tennis (size of the player base, number of registered tennis players in relation to the number of citizens). Subsequent model creation for these countries and selection of the best model will form the basis for deriving measures other countries could take based on the selected model.
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**Appendix A – List and description of the variables used in the research (Figure 4)**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country…</td>
<td>country of athletes' origin (country they represent)</td>
</tr>
<tr>
<td>Year…</td>
<td>specific year within the studied period</td>
</tr>
<tr>
<td>TOP_100_men (men_TOP_100)</td>
<td>number of male athletes from the country in the TOP 100 ranking</td>
</tr>
<tr>
<td>ch_TOP_100_men</td>
<td>annual change in the TOP 100 ranking of male athletes</td>
</tr>
<tr>
<td>new_men_TOP_100</td>
<td>new faces in the TOP 100 ranking of male athletes</td>
</tr>
<tr>
<td>TOP_100_women (women_TOP_100)</td>
<td>number of female athletes from the country in the TOP 100 ranking</td>
</tr>
<tr>
<td>ch_TOP_100_women</td>
<td>annual change in the TOP 100 ranking of female athletes</td>
</tr>
<tr>
<td>new_women_TOP_100</td>
<td>new faces in the TOP 100 ranking of female athletes</td>
</tr>
<tr>
<td>TOP_100_boys (boys_TOP_100)</td>
<td>number of junior male athletes from the country in the TOP 100 ranking</td>
</tr>
<tr>
<td>ch_TOP_100_boys</td>
<td>annual change in the TOP 100 ranking of junior male athletes</td>
</tr>
<tr>
<td>new_boys_TOP_100</td>
<td>new faces in the TOP 100 ranking of junior male athletes</td>
</tr>
<tr>
<td>TOP_100_girls (girls_TOP_100)</td>
<td>number of junior female athletes from the country in the TOP 100 ranking</td>
</tr>
<tr>
<td>ch_TOP_100_girls</td>
<td>annual change in the TOP 100 ranking of junior female athletes</td>
</tr>
<tr>
<td>new_girls_TOP_100</td>
<td>new faces in the TOP 100 ranking of junior female athletes</td>
</tr>
<tr>
<td>TOP_100_juniors</td>
<td>number of junior athletes from the country in the TOP 100 ranking</td>
</tr>
<tr>
<td>ch_TOP_100_juniors</td>
<td>annual change in the TOP 100 ranking of junior athletes</td>
</tr>
<tr>
<td>men_International250</td>
<td>number of International 250 tournaments organized in the country</td>
</tr>
<tr>
<td>men_Challenger</td>
<td>number of Challenger tournaments organized in the country</td>
</tr>
<tr>
<td>men_SatellitesFutures</td>
<td>number of Satellites and Futures tournaments organized in the country</td>
</tr>
<tr>
<td>men_tournaments</td>
<td>number of tennis tournaments for men organized in the country (sum of all the categories analysed)</td>
</tr>
</tbody>
</table>
women_PremiereTier1Tier2  … number of Premiere, Tier1, and Tier2 tournaments organized in the country
women_InternationalTier3Tier4  … number of International, Tier3, and Tier4 tournaments organized in the country
women_ITF_Womens  … number of ITF tournaments organized in the country
d_women_tournaments  … number of tennis tournaments for women organized in the country (sum of all the categories analysed)
junior_2B2  … number of G2 and B2 tournaments organized in the country
junior_3B3  … number of G3 and B3 tournaments organized in the country
junior_4  … number of G4 tournaments organized in the country
junior_5  … number of G5 tournaments organized in the country
d_junior_tournaments  … number of tennis tournaments for junior players organized in the country (sum of all the categories analysed)
sum_tournaments  … number of all tennis tournaments organized in the country (sum of all the categories analysed)
GDP_mill_dollar  … financial value of GDP in millions of US dollars
GDP_per_capita  … financial value of GDP per capita in US dollars
wage_dollar  … financial value of average wage in US dollars
s_GDP_mill_dollar  … standardized financial value of GDP in millions of US dollars
s_GDP_per_capita  … standardized financial value of GDP per capita in US dollars
s_wage_dollar  … standardized financial value of average wage in US dollars
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Abstract. The study investigated the impact of social media marketing activities on green consumption intention. The study used the survey method to describe this impact in five countries (Brazil, Egypt, India, South Africa, and Turkey). The analysis was applied to the leading platforms of electric car pages on social media - Facebook, TikTok, Twitter, YouTube, and Instagram. Five control variables (Age, Gender, Education, Income, and Citizenship) were used. A total of 393 questionnaires were collected in the first quarter of 2022. The study verified the adequacy of the sample with Cronbach’s alpha. Finally, based on Hierarchical Multiple Regression, the study found that social media marketing activities impact green consumption intention by (89.9%). In addition, control variables contributed to raising the impact to (94.9%). In this manner, the current study is new and offers valuable insight into the function of social media on green consumption intention under the demographic characteristics of consumers.
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1. Introduction

Incremental growth in internet users led many enterprises to experiment with more ways of managing their cyberspace existence. They tested new business models that could provide them more opportunities than the Internet (Wielki, 2010). Many kinds of research on social media have been conducted in the last two decades that show their importance for enterprises (Kapoor et al., 2018), especially from direct marketing perspective (Unold, 2003). Nowadays, social media acts as a base for marketing strategy in enterprises. As consumers can communicate about products, enterprises, or brands, the influence of consumer engagement has increased (Liu et al., 2018). Therefore, managers rely on social media users and algorithms (using platforms) to plan their marketing content (Kanuri, Chen, and Sridhar, 2018).

Enterprises should understand users' needs and organise marketing activities according to this. They should organise events that have a lasting impression (Kim and Perdue, 2013). For example, Louis Vuitton (fashion brand) provides live fashion shows via Facebook (Kim and Ko, 2012). Ralph Lauren, Gucci, Chanel, and others have created iPhone applications (apps), while other brands created Facebook, TikTok, Twitter, YouTube, or Instagram accounts. This allows the communication between brand and customer to have no time, location, and media restrictions.

Facebook (FB) is considered one of the most popular platforms for promoting products, managing relationships, and communicating with customers (Chodak and Suchacka, 2017; Myers West, 2018). Any firm can use different posts or content on FB to notify customers about goods, services, and offers. FB enables a firm to get feedback from recent and prospective customers (Abeza, O'Reilly, and Reid, 2013). This helps enterprises understand customers' needs and opinions about products or services. In addition, FB fan pages are used to promote discount coupons, spread information about promotions, and manage competitions for customers (Radzi, Harun, Ramayah, Kassim, and Lily, 2018).

Through social media, consumers may create, develop, or distribute content which affects their behavioural intentions (Lee and Cranage, 2014). Social media allows consumers to communicate and search for information (Nezakati et al., 2015). Social media networks (i.e. Facebook, Instagram, TikTok, Twitter, and YouTube) allow consumers to be more integrated into the online environment. It also offers alternative chances for enterprises to market their products and services and to know consumer demand.

An increased concern has emerged in many countries about green consumption, as pollution destroys natural resources. It is related to unpredictable economic development (Lee, 2008). Because of this, it is essential to reshape enterprises' consumption strategies to have sustainable development and environmental protection (Martinsons et al., 1997). This study measures the impact of social media marketing activities on green consumption for electric car brands on Facebook, TikTok, Twitter, YouTube, and Instagram.

2. Literature Review

The deterioration of ecological systems and consumers' heightened expectations about the role of enterprises in society have dramatically raised enterprise awareness of the significance of environmental concerns. Although sustainability has become a prominent trend in modern society, the unsustainable purchasing habits of individual consumers remain a significant impediment to sustainable development. Simultaneously, a rising number of customers have grown increasingly receptive to the concept of sustainable consumption. People's knowledge of the lasting effects of their consumption on environment and society is related to sustainable consumption. Modern enterprises should educate and enlighten their customers since a high level of knowledge substantially influences consumer purchasing behaviour and the adoption of sustainable consumption habits. Using modern technology,
Enterprises may determine what encourages customers to act more sustainably and promote sustainable consumption. Recently, social networking has emerged as a viable solution for managing consumer information (Radziszewska, 2021).

With the advent of the mobile internet economy and social networks, there is substantial evidence that consumers' eco-friendly purchase patterns have shifted. Social commerce, which blends social networking and e-commerce, is frequently used to encourage eco-friendly purchase patterns (Gao et al., 2022). Currently understudied is the function of social media in creating sustainable attitudes (Zafar et al., 2021). Therefore, the study reviews the intellectual framework through three main dimensions, including: "Social media marketing", "Purchasing intention", and "Green consumption intention".

2.1 Social Media Marketing
The term "social media" consists of "social" and "media". Social refers to the interactions between individuals or groups who have similar interests. Media refers to channels or platforms allowing individuals or groups to create, develop, and share content (Icha and Agwu, 2015). Social media reflected consumers' need for interpersonal interactions through virtual worlds. For example, real-time texting is used in information sharing and social contact between people. This motivates enterprises to include social media in their online marketing strategies.

Social media marketing (SMM) could be defined as influencing.

Social media marketing (SMM) refers to commercial behaviour on social media (Zhang and Daugherty, 2009; Harvey, Stewart, and Ewing, 2011). SMM can be represented in two types: user-generated content (UGC) and social-based SMM (Mangold and Faulds, 2009; Chan and Guillet, 2011; Alves, Fernandes, and Raposo, 2016; Zeng and Wei, 2013). UGC-based SMM uses UGC platforms (e.g., Brand communities, Blogs, TikTok, Twitter, YouTube, and Forums). UGC platforms are designed as informative media; therefore, they are more easily adapted for commercial behaviours (Kaplan and Haenlein, 2010; Goh, Heng and Lin, 2013).

Social-based SMM uses direct communication between users (e.g., WeChat). It expanded recently as a shopping channel. For example, about 12.57 million users uses WeChat (Internet Society of China (ISC), 2016). Social media became a part of everyday life. The interactions through virtual platforms, e.g., Pinterest, Facebook, Instagram, TikTok, Twitter, YouTube, LinkedIn, and others, reflect the behaviour towards all social media technologies (Alalwan et al., 2017). Social media has proved helpful in social, commercial, and educational life. It is becoming more popular in consumers' information searches and purchasing decisions (Kim et al., 2018). For customers, it became one of the most appropriate tools for gaining knowledge and developing relationships (Ladhari and Michaud, 2015).

These days, customers use blogs, social media, online communities, or consumer review systems to collect product information (Yoo et al., 2018; Nam et al., 2020). Social media and social networking are different, although both convey information. Social media permits individuals and enterprises to broadcast, influence others and share user-generated content (Alalwan et al., 2017). For that Internet, platforms are used, which allow the exchange of interests, experiences, goods, and services, for example, Forums, blogs, online communities, social networks, and YouTube (Ladhari and Michaud, 2015). Social networks are platforms, programs, or electronic sites, used by individuals with similar interests (Alalwan et al., 2017). Social networking uses social media is directly connecting people.

Social media marketing communicates customers and enterprises; service-driven dialogue promotes information, which enables the use of the experience of the parties involved (Alalwan et al., 2017). User content describes the opinions placed on social media. As it is easy to share comments and know the impressions of others, this has influenced users to seek information, and it has also affected their purchasing decisions (Ladhari and Michaud,
2015). Customers’ use of social media to seek information about products is increasing, without the need for enterprises to promote or post information on their official accounts or websites (Erkan and Evans, 2016).

Social media has been integrated into marketing strategies and considered one way to deal with consumers’ needs through the different available platforms. It’s a powerful tool for increasing the global existence of the company, promoting products and services, and growing brand reputation (Dolega et al., 2021).

Social media allows customers to share their positive or negative experiences. They tell their opinions about enterprises, goods, and services they have tried. Much research has proved that word-of-mouth influences consumer interaction. (Alalwan et al., 2017). This has motivated much research to pay attention to its relation to behaviour (Septiani et al., 2017; Huynh et al., 2020). Or to purchasing intention (Erkan and Evans, 2016; Wu and Lin, 2017; Wang et al., 2018; Filieri et al., 2018; Zhao, et al., 2020; Shankar et al., 2020; Lee and Wong, 2021). In addition, many researchers examined its relation to loyalty (Yoo et al., 2013; Nguyen-Phuoc et al., 2020; Lee and Wong, 2021). Their findings proved the effect of word-of-mouth on trust and customer engagement.

Electronic word of mouth is a positive or a negative statement by potential, existing, or former customers. It represents his opinion about a product or a company. In social media, this is done through the Internet: social network websites, e-retail stores, blogs, forums (Shankar et al., 2020). The opinion of consumers represented in electronic word of mouth on social media is usually considered unbiased, reliable, and can be easily accessed. So, it means a source for information other than the company official website or any other traditional way of having the data (Ladhari and Michaud, 2015).

In addition to providing a way for communication between customers, enterprises can promote their products and services. They also can share comments via text, images, applications, links, or videos on social platforms or websites. Customers can also share their thoughts by posting or forwarding posts. This makes a consumer need to analyse critically and comprehend information before adopting it, which affects his purchasing intention (Erkan and Evans, 2016).

These days’ social media is considered a primary source of information, as it influences consumers' purchasing decisions (Alalwan et al., 2017). Researchers used the information posted by consumers after purchasing on social platforms. The researchers tried to explore consumer behaviour, information adoption (Kim et al., 2021), customer review (Hussain et al., 2018), and intentions (Septiani et al., 2017). The information on social media websites affects consumer expectations; it influences consumers’ preferences, attitudes, and purchase decisions. It also represents post-use evaluations (Ladhari and Michaud, 2015). Consumers post and share their opinion before and after purchasing on social media using technology services. This implies a relation between online communication channels and technology adoption behaviour (Shankar et al., 2020).

The increase in these virtual community websites encouraged many enterprises to think about relying on such sites to deepen their relationship with consumers (Kaplan and Haenlein, 2010; Chen et al., 2014). Alternative forms of media and programs has been developed through the Internet. This changed past traditional human interactions and created new ways of communication. Reliance on online social media, sharing of consumer experiences, and the sharing of brand information became new topics in brand marketing.

The traditional one-way information transmission has become interactive, two-way communication (Kaplan and Haenlein, 2010). As a result, this encouraged more enterprises to profit from social media.

Social media marketing (SMM) attracted the attention of scholars in past years. Many researchers have investigated the effect of social media on consumers' behaviour (Mangold and Faulks, 2009; Kaplan and Haenlein, 2010; Chan and Guillet, 2011; Wang, Yu, and Wei, 2012; Wang and Chang, 2013; Zeng and Wei,
However, the investigation of social media on green consumption intention under demographic characteristics of consumers is lacking.

2.2 Purchasing Intention

Purchase intention can measure the possibility that a consumer will buy a product. The higher the purchasing intention is, the higher a consumer's willingness to buy a product (Dodds et al., 1991). Using intentions to forecast purchasing depends on the assumption that intentions are good indicators of purchasing behaviours (Armstrong et al., 2000). Buying intention indicates that customers will follow their experience, preference, and external environment to gather information, evaluate alternative options, and make a purchasing decision (Zeithaml, 1988; Dodds et al., 1991).

Purchasing intention can be classified as one of the factors of consumer cognitive behaviour, as how an individual intends to buy a specific brand or product. Laroche Kim and Zhou (1996) argue that certain variables as customers' consideration in purchasing a product and expectation to buy a product, can be used in measuring a consumer's purchasing intention. These factors may include customer's interest, attending, information, and assessment as parts of the overall process of determining intention. Many marketing researchers use continuance intention to measure whether consumers will continue to use a product or a service (Thong et al., 2006). Consumers' willingness to continue using a product or service is crucial for a firm success.

A customer's willingness to purchase a good or service is represented by his purchasing intention (Dodds et al., 1991). Morwitz and Schmittlein (1992) showed that willingness to buy is usually used as an indicator of customers' future purchasing behaviour. Blackwell et al. (2001) found that willingness to purchase can be seen as customers' preference for selecting a good or service. In addition, Boyd and Mason (1999) proved that willingness to purchase reflects customers' degree of appreciation for a particular product.

In practical investigations it is more difficult to track whether an action has been taken (a purchase or a recommendation). Usually, when customers purchase a product, they search for information on their experiences and external environment. After gathering enough information, customers evaluate, compare, and finally make a purchase. Purchasing intention can be seen as consumers' subjective preference for a specific good or service. Therefore, purchasing intention is usually used in measuring customers' behavioural intention (Fishbein and Ajzen, 1977).

Schiffman and Kanuk (2009) argue that willingness to purchase reflects a consumer's probability of buying a particular product; the higher the desire to acquire, the higher the chance. Previous studies have found that purchase intention might be a critical predictor of a consumer's behaviour and tendency to purchase (Verhagen and Van Dolen, 2009; Huang et al., 2010; Lu et al., 2010; Kim and Chung, 2011).

Finding the main reasons for users' participation in social networking sites and attracting users to the site is mainly essential for social networking site operators. Predicting human behaviour has been a central interest in social sciences (e.g. marketing: purchase behaviour; political science: voting behaviour). Thus, predicting behaviour from attitude and intention is considered one of the essential issues for researchers (Morris et al., 2002). This study measures the effects of social media marketing activities on purchasing intention.
2.3 Green Consumption Intention

Environmental pollution reflected in air, water, ozone layer problem, global warming, and waste disposal (Dagher and Itani, 2014) is growing due to the increase in consumption, which drives us to adopt sustainability alternatives (Uddin and Khan, 2016). Joshi and Rahman (2016) clarify that green consumption behaviour is an ethical decision-making behaviour for consumers. It's considered a socially responsible behaviour type. Examples of green consumption activities for consumers are: purchasing goods made of recycled materials and participating in recycling waste (Fakunle and Ajani, 2021). As for enterprises: adopting marketing practices that consider environmental dimensions such as packaging, green advertising, product design, and marketing strategies (Lu et al., 2015). Green consumption behaviour gives a chance for customers to participate in environmental protection (Sun et al., 2019).

Cleaner production can be defined as improving industrial processes to prevent polluting air, water, and land and decreasing the risk for humans and environment (Lee, 2001). The scope, methods, and application areas for cleaner production have been changing recently (Hens et al., 2018).

Consumers' communication has increased through social media platforms, which is affecting consumers' buying intentions (Jain et al., 2020). For example, customers’ accessibility to information about goods, services, and traditional shopping ways has evolved rapidly (Devereux et al., 2020). A study by Carmela and Fiorillo (2017) proved that exposure to media increases environmental concerns and awareness among targeted consumers. Media exposure refers to the opportunity of a viewer, reader, or listener to hear or see an advertising message in a particular medium (e.g. Internet, TV, radio). In the green product context, media exposure means the appealing and persuasive messages published through certain mediums about consuming green goods (Jan et al., 2019). Joshi and Rahman (2016) claim that young educated consumers’ green behaviour can be predicted by their exposure to environmental messages in India’s media.

Rashid (2009) declares that consumers' willingness to buy eco-friendly products rather than traditional products reflects green consumption intention. Other research about green consumption (i.e., Paul et al., 2016; Sharma and Dayal, 2016; Biswas and Roy, 2015) proved a positive relationship between consumers' willingness to learn about eco-friendly products and their intention to use green products. The study can conclude that green consumption intention refers to an individual's desire to buy green products.

According to Nassar and Strielkowski (2022) there is a link between green consumption and green competitiveness of companies. Green consumption is crucial for building green strategies of companies.

According to Nguyen, Do, and Le (2022), exposure to environmental problems affects pro-environmental personal norms (PNs), influencing individual behaviour. More importantly, the effects of action-related and effectiveness-related information on PNs were moderated differently by egoistic values held by consumers.

Sarkar, Sarkar, and Sreejesh (2022) that systematic and heuristic analysis of message cues regarding sustainable enterprises practises transmitted by the brand via online social networks influence consumers' views of the brand's warmth and competence. These impressions guide customers' responsible consumption practices and promote brand relationships. The influence of these cues is mitigated by how customers perceive the brand's motivations for engaging in sustainable enterprise practices.
3. Study Design

The study used the survey method to describe the impact of social media marketing activities on green consumption in five countries (Brazil, Egypt, India, South Africa, and Turkey) for electric car brands (see Appendix A) on Facebook, TikTok, Twitter, YouTube, and Instagram under five control variables (Age, Gender, Education, Income, and Citizenship).

Accordingly, Kim and Ko (2012), Bedard and Tolmie (2018) and Zollo et al. (2020) Measurement Social Media Marketing Strategies, on the one hand, Lao and Wu (2013), Li et al. (2016) and Gao et al. (2016) to Measurement Green consumption intention (see Appendix B). The study used Hierarchical Multiple Regression to determine this impact within five control variables (Age, Gender, Education, Income, and Citizenship) to determine the additional contribution of control variables in interpreting Green Consumption.

4. Sample and Hypotheses Testing

4.1 Data Collection

A questionnaire from the end-user based on Google forms with sponsored ads via social media (Instagram, TikTok, Twitter, YouTube, and Facebook as leading platforms) to attract the potential buyers of the electric cars were from Brazil, Egypt, India, South Africa, and Turkey. They were contacted by Google form between October 2021 and January 2022. A total of 393 questionnaires were received. Table 1 summarises the number of participants in the survey.

<table>
<thead>
<tr>
<th>No.</th>
<th>Region</th>
<th>Male</th>
<th>Female</th>
<th>Total</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Brazil</td>
<td>21</td>
<td>29</td>
<td>50</td>
<td>12.72%</td>
</tr>
<tr>
<td>2</td>
<td>Egypt</td>
<td>43</td>
<td>28</td>
<td>71</td>
<td>18.06%</td>
</tr>
<tr>
<td>3</td>
<td>India</td>
<td>44</td>
<td>39</td>
<td>83</td>
<td>21.11%</td>
</tr>
<tr>
<td>4</td>
<td>South Africa</td>
<td>48</td>
<td>49</td>
<td>97</td>
<td>24.68%</td>
</tr>
<tr>
<td>5</td>
<td>Turkey</td>
<td>39</td>
<td>53</td>
<td>92</td>
<td>23.41%</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>195</td>
<td>198</td>
<td>393</td>
<td>100%</td>
</tr>
</tbody>
</table>

The study’s limitation was the lack of diversity of participants from only five countries. The study justified this by relying on an English-language survey. This matter caused a bias when reaching the individuals participating in the investigation. Only conducted a study with 50 participants on Brazilian consumers' perceptions towards green consumption.
consumption intentions. Individuals from Burkina, Faso, Burundi, Cameroon, Congo, East Timor, Guinea Bissau, Macau, and Mozambique did not participate for the same reason.

4.2 Examining the impact of Social Media Marketing Activities on Green Consumption intention

Reliability statistics. Cronbach's alpha was used to validate the adequacy of the sample. The study verified hypotheses through confirmatory factor analysis and structural equation modelling. The Cronbach's alpha coefficient of the received questionnaires was 0.8645. Thus, the study found stability indicators of the statistical tests' results.

After processing the data, the following outputs appear within Statistical Package for the Social Sciences (SPSS). That is based on Hierarchical Multiple Regression from two blocks; first for Social Media Marketing Activities only; second within five control variables (Age, Gender, Education, Income, and Citizenship).

Table 2. ANOVA test outputs

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Regression</td>
<td>1392.232</td>
<td>1</td>
<td>1392.232</td>
<td>3504.551</td>
</tr>
<tr>
<td></td>
<td>Residual</td>
<td>155.330</td>
<td>391</td>
<td>.397</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>1547.562</td>
<td>392</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Regression</td>
<td>1470.123</td>
<td>6</td>
<td>245.020</td>
<td>1221.310</td>
</tr>
<tr>
<td></td>
<td>Residual</td>
<td>77.440</td>
<td>386</td>
<td>.201</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>1547.562</td>
<td>392</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. Predictors: (Constant), SMMA
b. Predictors: (Constant), SMMA, AGE, CIT, GEN, INC, EDU
c. Dependent Variable: GCI

Source: Statistical Package for Social Sciences outputs

Through Table 2, the study found the importance of a model at the level of (1%), where it recorded (F) was 3504.551 in the first block, compared to 1221.3 in the second block. Table 3 shows the interpretation.

Table 3. Study Model Summary

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Square</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.948a</td>
<td>.900</td>
<td>.899</td>
<td>.6303</td>
</tr>
<tr>
<td>2</td>
<td>.975b</td>
<td>.950</td>
<td>.949</td>
<td>.4479</td>
</tr>
</tbody>
</table>

a. Predictors: (Constant), SMMA
b. Predictors: (Constant), SMMA, AGE, CIT, GEN, INC, EDU

Source: Statistical Package for Social Sciences outputs

Through the statistical outputs, there is the interpretation of social media marketing activities on green consumption intention by (89.9%) based on adjusted R Square, and the control variables contributed to raising the performance to (94.9%) of the change in green consumption intention; based on adjusted R Square. As for the significance of the model variables, whether in the first or second block, the study found the significance of all variables at the level of (1%) for "social media marketing activities ", "Citizenship", "Education", and "Gender" vs "Age" and "Income" at the level of (5%), as shown in Table 4.
Table 4. Significance of the model variables

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>Beta</th>
<th>t</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(Constant)</td>
<td>.93E-02</td>
<td>.058</td>
<td>-1.653</td>
<td>.099</td>
</tr>
<tr>
<td></td>
<td>SMMA</td>
<td>1.200</td>
<td>.020</td>
<td>59.199</td>
<td>.000</td>
</tr>
<tr>
<td>2</td>
<td>(Constant)</td>
<td>-1.822</td>
<td>.167</td>
<td>-10.883</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>SMMA</td>
<td>.655</td>
<td>.030</td>
<td>17.407</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>AGE</td>
<td>.121</td>
<td>.040</td>
<td>2.503</td>
<td>.013</td>
</tr>
<tr>
<td></td>
<td>CIT</td>
<td>-.300</td>
<td>.090</td>
<td>-5.981</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>EDUC</td>
<td>.880</td>
<td>.060</td>
<td>14.717</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>GEN</td>
<td>.554</td>
<td>.010</td>
<td>4.815</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>INC</td>
<td>7.559E-02</td>
<td>.038</td>
<td>1.989</td>
<td>.050</td>
</tr>
</tbody>
</table>

a. Dependent Variable: GCI

According to Table 4, there is a positive impact of social media marketing activities on green consumption intention; under the demographic characteristics of consumers, the demographic variable that is more important for green consumption intention was the level of education. There is a strong positive effect of the level of education. Gender ranked second, with females being more emotional than males for green consumption intentions. But age and income level were the weak impact factors on green consumption intentions for the individuals in the sample under investigation. In this manner, the current study is new and offers valuable insight into the function of social media on green consumption intention under the demographic characteristics of consumers.

5. Conclusions and Recommendations

The human lifestyle has witnessed many stages of development since it appeared on this planet (Earth). Products in information and communication technology have had significant repercussions on the human lifestyle, which was called the Fourth Industrial Revolution (Tohanean and Toma, 2018).

Despite the emergence of the Internet in the last quarter of the previous loan, many marketing practices have differed from the emergence of social media such as Facebook, TikTok, Twitter, YouTube, and Instagram. Now enterprises have a marketing strategy on social media derived from the company's marketing strategy, as many components of the marketing mix have become associated with social media. Social media mirrored the need of consumers for human relationships in the virtual realm. This motivates enterprises to incorporate social media into their internet marketing efforts.

The study investigated five countries (Brazil, Egypt, India, South Africa, and Turkey) for electric car brands on Facebook, TikTok, Twitter, YouTube, and Instagram under five control variables (Age, Gender, Education, Income, and Citizenship). The population of the study is individual consumers. Accordingly, the received questionnaire was 393 in the first quarter of 2022. Finally, based on Hierarchical Multiple Regression, the study found the impact of social media marketing activities on green consumption intention. The interpretation of social media marketing activities on green consumption intention by (89.9%) based on adjusted R Square, and the control variables contributed to raising the performance to (94.9.1%) of the change in green consumption intention; based on adjusted R Square. As for the significance of the model variables, whether in the first or second block, the study found the importance of all variables at the level of (1%) for "social media marketing activities", "Citizenship", "Education", and "Gender" but "Age" and "Income" was at the level of (5%), in this
manner, the current study is new and offers valuable insight into the function of social media on green consumption intention under demographic characteristics of consumers.

Thus, the study finds more extensive results from Chi (2021), where the study does not believe that motivation influenced the association between social media – as an independent variable - and green consumption intention – as a dependent variable, which was mediated by motivation. Therefore, the study recommends that professionals consider the control variables, which include Age, Gender, Education, Income and Citizenship, while designing marketing strategies on social media. The study believes that taking these variables as a basis for planning and developing marketing campaigns improves the efficiency and effectiveness of marketing activities on social media.

The study's limitation was that a qualitative approach was adopted due to the lack of quantitative data and the lack of diversity of participants from just five countries. The study justified this by relying on an English-language survey. This matter caused a bias when reaching the individuals participating in the investigation. Finally, the type of social media platform used influenced the study results. Therefore, the study recommends expanding the future studies of other platforms such as WhatsApp, WeChat, Sina Weibo, QQ, Telegram, Snapchat, Kuaishou, and Qzone, not being limited to Facebook, TikTok, Twitter, YouTube, and Instagram.

It is essential to point out the role of the ethical factor in supporting brands that belong to green products, of which electric cars are one example. In addition, adopting environmental issues helps enterprises achieve leadership if this represents direct and indirect benefits to consumers (Wagdi and Hasaneen, 2019) according to green marketing or green entrepreneurial orientation (GEO). Emerging economies create "green" economies based on factors and patterns that are fundamentally distinct from most established nations. Emerging economies have vast, mostly untapped potential for "green" development.

On the other hand, the study recommended more ground-breaking research on green consumption and social media, which is very important for developing marketing theories and models related to attracting customers to the green brand through comparative testing between emerging and international markets.
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Appendix A. Brands

**Audi**: e-Tron

**BMW**: i3

**Hyundai**: Kona Electric - Ioniq Electric

**Jaguar**: I-Pace

**Mahindra**: e2oPlus - e-Verito - e-KUV100 - XUV300 EV

**MG**: ZS EV

**Nissan**: Leaf

**TATA**: Nexon EV; Tigor EV - Tiago EV

**Tesla**: Model S - Model X - Model 3

**Volkswagen**: e-golf
Appendix B. Questions with a five-point Likert scale

Social media -- (Bedard and Tolmie, 2018)
I use social media to find and spread information about electric car brands
I talk with my peers about electric car brands on social media
I seek information from other consumers online about electric car brands
I seek information from other customers online because my friends seek out information electronically

Social media marketing activities -- (Kim and Ko, 2012; Zollo et al., 2020)
• “Using electric car page on social media are fun”
• "Content of electric car page on social media seems interesting”
• "Electric car page on social media enable information-sharing with others”
• “Conversation or opinion exchange with others is possible through electric car page on social media”
• “It is easy to provide my opinion through electric car page on social media”
• “Content of electric car page on social media has the newest information”
• "Using electric car page on social media is very trendy”
• "Electric car page on social media offers a customised information search”
• "Electric car page on social media provides customised service”
• “I would like to share content from electric car page on social media on my blog or micro-blog”
• "I would like to pass information on brand, product, or services from electric car page on social media to my friends”

Green consumption intention -- (Lao and Wu’s, 2013; Li et al., 2016; Gao et al., 2016)
I plan to buy green products (electric car) soon.
I am willing to consider switching to electric cars for ecological reasons
I am willing to pay more for a product (electric car) that helps and protect the environment
I will consider buying green products (electric car) at eco-sites
I will prefer to buy environmentally friendly electric cars.
Regardless of price, I select environmentally friendly electric cars.
Before buying an electric car, I will pay attention to the degree of the product’s impact on the environment.
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Abstract. The presented article focuses on the area of sustainable transport within the Smart City concept. Mobility, created in connection with the Smart City concept, is a service integrating several other types of transport services into one complex platform. The article examined the current situation in this area and its future development in the Slovak Republic. The main motivation of the authors for focusing on the Smart City concept was the topicality of this issue and its usability for process optimization, cost savings, and the achievement of sustainability. Methods such as orientation analysis, content analysis of documents, or sociological questioning using the questionnaire survey technique were used in the analysis. Several research questions and a research hypothesis were defined. It focused on the operation of local governments in the implementation of the Smart City concept and their orientation on the aspect of transport. The main findings include the fact that 22 Slovak cities out of the total number of 39 analysed cities are interested in the application of modern technologies. Another finding concerns the availability of a strategy focused directly on the Smart City concept on the city’s website. It can be argued that only five websites had such a strategy available. The output of the research presented in this article was the creation of recommendations aimed at the implementation of the Smart City concept regarding the support of sustainable transport in the Slovak Republic. Using these recommendations, local governments will be able to formulate their digital strategies more effectively, leading to the practical implementation of the Smart City concept.
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1. Introduction

The rapid development of information and communication technologies (ICT) has a positive effect on the processes of everyday life of people. ICT support processes that improve the standards of how cities operate. The main problem areas of a city, which can be solved via ICT, include: improving the environment, improving the quality of public and individual transport, supporting and developing tourist activities, improving the quality and sustainability of electronic services for residents, and others.

The term Smart City originated during the 1990s in the USA. In Europe, the Smart City concept has become important since 2008 in connection with the economic crisis. The main reasons for the development of this concept in Europe include the following: the need to optimize processes, save costs, support processes and their sustainability, share information with citizens using electronic forms of communication, etc.

The Smart City topic is currently also described by the ISO (International Organization for Standardization) standard no. 37120/2014 entitled Sustainable Development of Communities. The standard defines key indicators for evaluating the performance of cities with a focus on the services provided by the city and the quality of life of its residents. These indicators include: economy, education, energy, environment, finance, rescue services, local government, health, recreation, security, waste management, telecommunications and innovation, transport, local planning, and water management (ISO 37122, 2019).

The key indicators in the standard create a reference model to enable the city’s stakeholders (management, politicians, researchers, businesses, experts, etc.) to influence and ensure the sustainable development of the city regarding the people’s quality of life, environmental issues, and economic situation (Eremia et al., 2017; ISO 37122, 2019; Dameri et al., 2019; Fakunle, & Ajani, 2021; Fidlerová et al., 2022; Chehabeddine, Grabowska, & Adekola, 2022).

The transition of the city and the very mindset of its officials and residents is a complex process. It must be sufficiently organized to ensure acceptance by all the stakeholders. It starts with the initial phase. At this phase, the idea comes from the city officials. Such an idea and the effort to change the city comes mostly after the elections when the citizens elect their representative directly. The elected representative (mayor), in cooperation with the city council, can start building an intelligent city – a smart city. Since mayors are elected for four years, it is necessary that the whole society is set to understand the benefits of building a smart city. This is mainly because the strategy and vision are not planned for a four-year horizon, but for longer (ten years and more). In the initial phase, it is necessary to resolve the staffing that will be responsible for performing analyses and preparing the vision and strategy to be implemented (Mičiak, 2019; Siokas et al., 2021).

The increase in traffic at present also represents an increase in the number of means of transport on the roads. However, the infrastructure built is no longer sufficient for this trend. Therefore, traffic jams are being created, slowing down the transport of people and goods. In 2015, there were 1.1 billion cars and almost 400 million trucks in the world. In 2040, it is estimated that 2 billion cars and 800 million trucks will drive on the roads around the world. Transport is an organized activity the purpose of which is to move tangible objects or persons from the initial point to their destination using means of transport, considering the spatial and temporal aspects. In general, it can be argued that it is a service meeting the transport needs both in terms of freight and passenger transport. (Enviroportál.sk, 2021b; Zraková et al., 2019)

In mobility, Smart City brings a completely new business model. Mobility as a service integrates several other types of transport services into one complex platform. The operator mediates the offer of transport options to satisfy the transport requirements. These are primarily public transport, services of shared bicycles, scooters, the
availability of taxis, motor vehicle sharing, etc. A major added value is the availability of the city mobility application for customers. Via one platform, the customer can satisfy the need for transport in several ways by paying in one application. The advantage for the customer is the simplification of city travel planning and the payment itself. On the other hand, for a mobility operator, it brings the availability of information useful for improving the service. The basic goal is to provide passengers arriving in the cities with a suitable alternative to the individual transport. An important part of this functionality is a sufficient infrastructure – 3G/4G/5G networks and their security, daily updated information on the availability of individual services, timely information on updating timetables, and the availability of payment systems. To meet the demanding requirements for the infrastructure, the cooperation of individual representatives of the service is necessary (including city management, telephone operators, payment service providers, public transport providers, and shared services). The city’s data service providers are also important here. They are responsible for the website and the mobile application of the service. This component is generating a large amount of data, which is used for further analysis and management. Carriers and shared service providers are major players in the service. Third parties such as Uber get still more and more attention (Slavík, 2017; Zrakova et al., 2019; Siokas et al., 2021).

The main concepts examined in this article were captured in the following scheme (Figure 1). These elements relate to sustainable transport in the Smart City concept promote sustainable mobility via joint interconnection. The main building block is the city’s strategy the content of which is influenced by the degree of digitization. This strategy determines the extent to which the city focuses on the implementation of the Smart City concept. The specific element examined within this concept was transport, which also influences the overall focus of the city’s strategy.

An appropriate setting of sustainable mobility within the Smart City concept has a retroactive effect on the updating of the city’s strategy. It can be assumed that the strategy can be more ambitious every year and the city can thus become “Smart” in all areas of the presented Smart City concept.
2. Theoretical background

The analysis of the theoretical basis focused on two main areas, specifically on the Smart City concept and the digital strategies of local governments. The latter specifically focused on transport as part of sustainable mobility in a smart city.

2.1. Smart City

Currently, the term Smart City is described by several definitions the authors of which try to identify its essence from different perspectives (Table 1).

<table>
<thead>
<tr>
<th>Author</th>
<th>Smart City feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ministry of Economy of the Slovak Republic, 2017</td>
<td>- a modern approach to the processes associated with the management and planning of entire regions&lt;br&gt;- the use of technological innovations including ICT to ensure information processes at the city level and their sustainability&lt;br&gt;- improving the quality of life and the access to services (safety, cleanliness, energy efficiency, ecology, flexibility to the needs of society, etc.)&lt;br&gt;- ensuring sustainability in the business environment in the city and the whole region</td>
</tr>
<tr>
<td>Khudyakova et al., 2020</td>
<td>- a new approach to the city administration&lt;br&gt;- the use of digital technologies in the management processes of urban areas&lt;br&gt;- a rational approach to the efficient use of resources to improve the quality of life and the environmental situation in the region</td>
</tr>
<tr>
<td>European Commission, 2020</td>
<td>- a city with modern ICT infrastructure&lt;br&gt;- more efficient services via process digitization&lt;br&gt;- a positive impact on the quality of life of the population and the entrepreneurial activity of businesses</td>
</tr>
<tr>
<td>Slavík, 2017</td>
<td>- use of modern technologies for the needs of strategic management of the city&lt;br&gt;- achieving economic, social, and quality goals in the city with the support of modern ICT</td>
</tr>
<tr>
<td>Kalašová et al., 2018</td>
<td>- accelerating progress with ICT support in transport, energy, and other sectors&lt;br&gt;- improving the use of energy resources, interconnection of transport systems, improving mobility</td>
</tr>
<tr>
<td>Pauhofová et al., 2019</td>
<td>- raising the standard of living of the population with the use of digital ICT</td>
</tr>
</tbody>
</table>

*Source: own elaboration*

Based on the definitions listed above, the concept of Smart City can be summarized as a concept of city management solution, which uses numerous modern pieces of ICT to improve the lives of the city residents.

The development of the Smart City concept was positively influenced by Industry 4.0 in combination with the Internet of Things (IoT). These modern approaches focused on the use of modern ICT for efficient data transmission and communication can be identified as key elements for the development of the Smart City. These are mainly sensor networks aimed at supporting various areas such as production, mobility, healthcare, building solutions, energy, waste management, intelligent city management, etc. (ISO 37122, 2019). The definition of smart cities includes both their characteristics and the tools that can be used to implement the concept in practice. Their categorization is graphically captured in Figure 2.
The rapid development of ICT also influenced the development of the Smart City concept. The individual phases of Smart City development are listed in the following table.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smart City 1.0</td>
<td>- providers offering IT services to municipalities</td>
</tr>
<tr>
<td></td>
<td>- lack of understanding of the benefits for the self-governing regions</td>
</tr>
<tr>
<td></td>
<td>- misunderstanding of the benefits of ICT by the city management</td>
</tr>
<tr>
<td></td>
<td>- the absence of a clear strategy to support the lives of citizens within the Smart City concept</td>
</tr>
<tr>
<td>Smart City 2.0</td>
<td>- proactive and progressive leadership, which defines the importance of ICT and innovation in the city</td>
</tr>
<tr>
<td></td>
<td>- focus on ICT to support the city residents’ quality of life</td>
</tr>
<tr>
<td></td>
<td>- implementation of projects focusing on public Wi-Fi networks, intelligent lighting, electromobility, etc.</td>
</tr>
<tr>
<td>Smart City 3.0</td>
<td>- currently the latest concept</td>
</tr>
<tr>
<td></td>
<td>- primary orientation on the city’s residents and their needs</td>
</tr>
<tr>
<td></td>
<td>- direct involvement of the city residents in the projects</td>
</tr>
<tr>
<td></td>
<td>- self-government body as a mediator between the people’s needs and ICT implementation projects</td>
</tr>
<tr>
<td></td>
<td>- a significant focus on the sustainability of the management for the Smart City concept, the citizens’ quality of life, the protection of the environment, etc.</td>
</tr>
</tbody>
</table>

Source: Mayor of London, 2016

The city management based on the Smart City approach is very closely connected with the onset of the fourth industrial revolution, which is referred to as Industry 4.0. The main characteristic of Industry 4.0 is the implementation of ICT directly into the production and provision of related services.

Internet of Things (IoT) is a basic technology without which the concept of a smart city would not be possible. The essence of this technology consists of the IoT devices, sensors, and applications. These devices can be interconnected, and thus can communicate with each other (Kubina, Lendel, 2015; Gill et al., 2019).

The basic capabilities of these devices include monitoring, control, optimization, autonomy, and an effective decision-making process. Within the Smart City concept, this technology represents, e.g., intelligent lighting...
based on sensors, automatic switching of signals at the intersections for the public transport vehicles, information on the fullness of containers, etc. IoT devices can generate large volumes of data, which then serve as a basis for managerial decisions. The main advantage of introducing such devices is the fact that the data are available in real-time. One of the disadvantages is the need for their correct evaluation and analysis (Gill et al., 2019).

In the paragraphs below, basic elements of the Smart City concept are briefly described. These include: Big Data artificial intelligence; cloud services; the city and its management; government and local governments; smart buildings; mobility; energy and the environment; education; health.

**Big Data** – generation of large volumes of data is the result of the Internet of Things technology, which is essential for building the Smart City concept. Especially regarding the sensors deployed. Nowadays, the processing and interpretation of data is a necessary step in the expansion of urban structures. Data can be obtained from different urban areas, which ultimately leads to a holistic understanding of urban structures. It is the generation of large volumes of data that brings additional opportunities for managers in terms of monitoring the development of cities and their adaptation to real conditions. However, large volumes of data are also characterized by their complexity (Gill et al., 2019).

**Artificial Intelligence (AI)** – is closely linked to the generation of large amounts of data as well. AI can be applied to the analysis of data collected by sensors located on various physical devices within the city. AI can be characterized as machine learning seeking to mimic thought patterns. With the help of AI, human behaviour can be simulated. The accuracy of the results is increased by increasing the input data and subsequent processing by machine learning. Due to this, the data needs to be sufficient and available in real-time. Within individual cities and their management, AI and the results of analyses performed by it create a solid basis for their management and further strategic planning (Malichová, Mičiak, 2018; Gill et al., 2019).

**Cloud services** – are services using cloud computing technology. This is a type of service where servers, storage, and applications are available remotely via networks. The main advantage of such services is that they do not burden the software or hardware of the user devices with which they enter the cloud services. Thus, it can be argued that cloud computing reduces the overall costs that would be required to procure additional software and hardware. On the other hand, the availability of services is increasing. Reliability, security, and energy efficiency can be identified among the basic parameters of a high-quality cloud service (Gill et al., 2019).

**The city and its management** – a self-government body have responsibility for several different areas and institutions that are directly on their territory in the daily agenda. Institutions provide services to other stakeholders. All these areas can be included in the Smart City concept (Bělohlávek, et al., 2001; Ansoff, 2007; Hitka, Balážová, 2014; Cities in Motion Blog Network, 2020).

**Government and local governments** – currently the most often used English term for the digitization of public administration is the eGovernment. The digitization of public administration is linked to the Smart City concept. The electronic message itself was introduced to improve the quality of services provided with a focus on the use of information and communication means. The Smart City concept is based on collecting, processing, integrating, and using data to a greater extent than ever before. All of this directly leads to better decision-making and higher-quality services. Finally, it supports the creation of more comprehensive partnerships among individual stakeholders (Ferenc et al., 2017; Mechant, Walravens, 2018).

**Smart buildings** – this type of building, or rather the term smart buildings, has begun to be used to describe the various technologies that are integrated into buildings. There is currently no clear definition of what makes a building smart. It is possible to talk about buildings that are automated and have systems based on sensors. Such a building adapts to the needs of users in real-time. Smart buildings can collect data on how and when a building is
used, providing a real-time picture. The basic generated data can include the most exposed times of use of the building, the number of people in the building, etc. Subsequently, the data can be further analysed so that the forecasts are made (Hoy, 2016).

**Mobility** – urban mobility is currently playing an increasingly important role in the development of the city. It is necessary to consider the fact that in the last century, the cities were designed for much lower traffic intensity. Today there is a situation where the construction of additional transport infrastructure is limited, and it is necessary to approach other alternatives that can improve the problem of city transport. The implementation of an efficient public transport system can solve some of the problems caused by high traffic intensity. However, smart mobility itself offers other solutions that are based on sustainable ways of providing mobility to the citizens. It is primarily the development of fuels for public transport with high respect for the environment (e.g., electricity, liquefied, compressed natural gas, etc.). Ultimately, smart mobility should be supported by smart technologies which also require progressive behaviour of the citizens (Klamár, 2010; Baucells, 2016).

**Energy and the environment** – waste production is becoming a rapidly growing problem in urban agglomerations. It is not only the fact that it is necessary to ensure the export of waste to dumps but also the dumps themselves represent an environmental issue. This is where the possibility of intelligent waste management emerges as an advantageous solution. Elements of the IoT, including sensors, will support solutions for waste handling, collection, and recovery. The application of the Smart City concept can also include energy management, which currently faces several challenges, such as efforts to reduce the negative impact on the environment and the use of fossil fuels. The energy efficiency of traditional systems is no longer sufficient for today’s cities and their citizens (Esmaeilian et al., 2018; Golpíra, Bahramara, 2020).

**Education** – is a key component of smart cities’ development. The areas of primary, secondary, higher education, lifelong learning, infrastructure, and e-learning should become a part of applying the Smart City concept. The aim of such education is primarily to educate graduates with modern knowledge, practical skills, and attitudes that are based on cooperation. Smart education itself can be defined as a learning model adapted to new generations of citizens and students. It is not just distance learning where digital technologies can play an important role. It is also about focusing on digital literacy, effective communication, teamwork, and the ability to create and participate in high-quality projects (Glasco, 2019).

**Health** – this component of a smart city is mainly focused on public health. Public health can be defined as the science of support, disease prevention, and prolongation of life via organized efforts in society. Telemedicine, care for disadvantaged groups with the help of innovative technologies, and integrated health systems interconnected at all levels can be included among the components of the smart city (Salvo et al., 2017).

The creation and development of a Smart City application are directly influenced by stakeholders since the very first phase of applying this concept (Pouš, 2013). The individual stakeholders that influence the creation of a smart city in practice are listed in Table 3.
Table 3. Stakeholders within the Smart City concept

<table>
<thead>
<tr>
<th>Stakeholder</th>
<th>Characteristics</th>
<th>Importance within the creation of a Smart City application</th>
</tr>
</thead>
<tbody>
<tr>
<td>City</td>
<td>- city mayor&lt;br&gt;- members of the city council&lt;br&gt;- employees of the municipal office</td>
<td>- correct understanding of the concept in terms of the possibilities and needs of the city and its citizens</td>
</tr>
<tr>
<td>Citizens</td>
<td>- residents of the city</td>
<td>- initialization and acceleration of changes in the city</td>
</tr>
<tr>
<td>Businesses</td>
<td>- supporters of the smart city conducting business in the area&lt;br&gt;- a specific role for IT and energy companies</td>
<td>- support for the development of the Smart City concept with its solutions, investments, and know-how</td>
</tr>
<tr>
<td>State</td>
<td>- individual ministries</td>
<td>- creating appropriate economic and legislative standards&lt;br&gt;- allocating funds including the European funds to support the Smart City concept application</td>
</tr>
<tr>
<td>Universities</td>
<td>- education sector&lt;br&gt;- research institutions</td>
<td>- research focused on ICT&lt;br&gt;- knowledge sharing&lt;br&gt;- developing strategic partnerships between cities and stakeholders</td>
</tr>
<tr>
<td>Non-governmental organizations</td>
<td>- various associations of towns and municipalities&lt;br&gt;- clusters and other entities</td>
<td>- sharing good practice&lt;br&gt;- establishing partnerships to increase the chances of obtaining funding for the application of the Smart City concept</td>
</tr>
</tbody>
</table>

Source: Pouš, 2013

It is necessary to emphasize that a city cannot become smart without the involvement of several stakeholders. Cooperation of entities should start with the creation of a strategy, which subsequently leads to the creation of individual-specific measures.

2.2. Local governments’ digital strategies

The approach to the strategy itself in the implementation of the Smart City concept can be different. It depends on various factors such as the setting of political representatives, the characteristics of the city’s population, or the centralization of projects. Table 4 shows a basic overview of the factors influencing the creation of the entire Smart City strategy (Holubcik, Soviar, 2021; Siokas et al., 2022).

Table 4. An overview of the factors influencing the strategy creation

<table>
<thead>
<tr>
<th>Area</th>
<th>Citizen aspect</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participation</td>
<td>emphasis on technology&lt;br&gt;emphasis on participation</td>
<td>efforts to use online tools to involve citizens in the process of creating a smart city, the application of analytical tools&lt;br&gt;focus on participation and measurability of the impacts of citizens’ participation in the decision-making</td>
</tr>
<tr>
<td>Involvement in the strategy</td>
<td>top-down&lt;br&gt;bottom-up</td>
<td>the draft is based on the collective knowledge of all stakeholders&lt;br&gt;the city is in the role of coordinator; citizens participate in the public life</td>
</tr>
<tr>
<td>Degree of centralization</td>
<td>centralized&lt;br&gt;decentralized</td>
<td>implementation of a pilot project to establish communication with stakeholders&lt;br&gt;coordination position via working groups</td>
</tr>
<tr>
<td>Creation of plans</td>
<td>high priority&lt;br&gt;low priority</td>
<td>the plans are accepted by the city officials while assessing the influence of citizens on decisions being made in the city&lt;br&gt;plans are accepted by the city officials</td>
</tr>
<tr>
<td>Maturity of citizens</td>
<td>high maturity&lt;br&gt;low maturity</td>
<td>the citizens participate online in project creation&lt;br&gt;online activities must be complemented by off-line activities; the need to encourage citizens to use online technology</td>
</tr>
</tbody>
</table>

Source: Siokas et al., 2021
The next step after the initial phase is planning. As part of the planning, the current strategy of the city is evaluated, and a new strategic framework is created. This is focused on building the Smart City application. It is essential to select the areas that will be addressed in the concept. These areas can include everything covered by the city (transport, environment, public administration, health, etc.). It also needs to be emphasized that the city should implement activities in areas that it can finance, from public or private funds (Varmus et al., 2015). City officials should select areas that are perceived by several stakeholders as problematic (e.g., traffic jams, increased noise, etc.). During the planning phase, work teams responsible for individual areas are beginning to form. Teams can consist of newly hired employees who will be responsible for the implementation of the Smart City concept, as well as other experts, e.g., from businesses, citizens, Smart City experts, and others. The teams can also be built via the project organizational structure where the city employee is a member of several teams. Furthermore, the creation of the projects themselves in predefined areas is implemented and the methodology of monitoring and evaluating the solutions is set. This is followed by the stage of projects’ implementation. In addition to creating the project, it is important to address the issue of funding the proposed solutions. Project funding can come from city resources, foreign funds, EU funds, and public-private partnerships. The last phase is the monitoring of projects. This takes place continuously after their implementation, including the evaluation of the results that the projects brought. It is mainly an impact assessment focused on measurable indicators such as reduction of air emissions, reduction of noise, reduction of traffic intensity, increase in public transport utilization, etc. During all the phases, communication between individual stakeholders and the presentation of solutions to the citizens in a suitable form is of vital importance (Holubcik et al., 2018; Mora et al., 2019; Simonofski et al., 2021).

Mora and Bolici (2017) defined strategic principles for building a smart city. In this research, four European cities were analysed – Amsterdam, Barcelona, Helsinki, and Vienna. The research was carried out qualitatively using content analysis of unstructured data with Atlas.ti software support. As a result, the authors defined new strategic principles for building a Smart City application:

- monitoring current technologies,
- creating a functional model involving all institutions,
- combining approaches (top-down, bottom-up),
- integrating new ICT services into cities,
- public-private cooperation.

The strategy can be implemented with several (or only one) selected areas of the city. Ideally, the implemented technologies can cover several areas at once with the right strategy. For example, transport, safety, administration, etc.

2.3. Transport as part of sustainable mobility within the Smart City concept

Standard STN 018500 defines transport as “the intentional movement of means of transport on transport routes or the operation of transport equipment by which transport is being performed”. At present, the concept of mobility is at the forefront. This is a broader concept than transport, including the movement of goods and services via transport. Mobility as such is an approach to getting people to selected places safely, at the right time, and at a reasonable price level (schools, work, hospitals, etc.), (Figure 3). It does not consider which means of transport are used (Sedlák, 1997; Smith, 2016; Mora, Bolici, 2017; Ližbetinová et al., 2017; Varmus et al., 2022).
Within smart cities, mobility is one of the basic components. Mobility in a smart city can be described as smart mobility. Šurdonja described this type of mobility as “a set of coordinated measures aimed at improving the efficiency and environmental sustainability of cities. Smart mobility could consist of a hypothetically infinite number of initiatives that are characterized by information and communication means” (Tej, 2021). The basis is to facilitate the mobility of individuals and goods within the city, which can bring the following benefits:
- reduction of the intensity of individual urban traffic,
- reduction of travel times,
- reduction of travel costs,
- reduction of environmental impacts (air pollution, noise).

The basic characteristic distinguishing smart mobility is connectivity. It is connectivity combined with a large amount of data that allows all users to obtain and transmit data in real-time. For mobility passengers, information on traffic conditions, available parking spaces, accidents, and delays in public transport are being provided. With mobile applications, such pieces of information can reach users instantly. Based on them, users can plan their routes to avoid problem areas and get to their destinations on time. For road managers and coordinating staff in cities, such pieces of information represent the possibility of dynamic, real-time traffic management. Numerous different solutions are implemented worldwide. The most often used include navigation, e-parking, e-travel and parking tickets, e-motorway signs, information panels, autonomous vehicles, shared mobility services (bicycles, scooters, cars, etc.), online vehicle tracking, and demand-responsive vehicles (Benevolo, 2016; Soviar et al., 2018).

From the perspective of the implementation of mobility solutions, individual types of services can be divided into two basic types: public transport services within the city, where it is possible to include the use of alternative fuels, autonomous transport, uniform prices for several types of transport, integrated equipment systems for the customers; services in the field of individual transport such as car sharing, using the system of shared rides,
navigation systems, shared non-motorized transport (bicycles, scooters, etc.). Furthermore, the infrastructure for public or individual transport services must be sufficiently built. The infrastructure can include car parks, dedicated bike paths, charging stations for electric vehicles, information boards on traffic in important places, intelligent traffic lights, zones without vehicles, zones with restricted vehicle entry, reserved lanes for buses, speed control by radars, and the navigation to free parking spaces. From the city’s perspective, it is necessary to support the building of infrastructure as such directly via other managerial activities and policies influencing the citizens’ behaviour within the mobility framework. These are the following activities (Benevolo, 2016):

- distribution and identification of various types of mobility entering the city,
- introduction of a single information system regarding both public and individual transport,
- setting up emissions controls in cities,
- pricing of individual services within the city mobility,
- defining the “green zones” where motor vehicles are prohibited from entering,
- setting timetables in line with stakeholders,
- division of the city into zones – residential, industrial, satellite, etc.

All the solutions listed above need to be supported by ICT elements. The basic ICT components of a smart city include (Benevolo, 2016):

- programmable, variable traffic signs showing up-to-date information for road users,
- 24/7 urban mobility monitoring,
- a single system of integrated urban mobility,
- a system for driving public transport vehicles in cities, including information on the current location of vehicles in the city,
- real-time traffic management systems (creation of rescue lanes, variable speed limit depending on the current traffic situation).

The ICT components can be described as components of intelligent transport systems (ITS), (Table 5). These systems can be defined as: “advanced applications for the collection, storage, and processing of data, information, and knowledge for the planning, implementation, evaluation of integrated initiatives, and smart mobility policies” (Benevolo, 2016).

<table>
<thead>
<tr>
<th>Activity</th>
<th>Technical equipment for communication</th>
<th>Devices in vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td>data collection</td>
<td>traffic detectors</td>
<td>vehicle identification</td>
</tr>
<tr>
<td></td>
<td>weather monitoring</td>
<td>dynamic weighing</td>
</tr>
<tr>
<td>data processing</td>
<td>data in controllers</td>
<td>position system</td>
</tr>
<tr>
<td></td>
<td>emergency detection</td>
<td>GPS</td>
</tr>
<tr>
<td>data transmission</td>
<td>fixed communication</td>
<td>mobile communication</td>
</tr>
<tr>
<td></td>
<td>optical transmission of information</td>
<td>single-purpose communication</td>
</tr>
<tr>
<td>redistribution of information</td>
<td>variable message signs</td>
<td>radio channel, navigation</td>
</tr>
<tr>
<td></td>
<td>Internet</td>
<td>traffic information service</td>
</tr>
<tr>
<td>utilization of information</td>
<td>tariffs</td>
<td>vehicle guidance</td>
</tr>
<tr>
<td></td>
<td>traffic management</td>
<td>accident prevention</td>
</tr>
</tbody>
</table>

Source: Benevolo, 2016

Some components are part of the fixed infrastructure (e.g., IoT sensors, traffic signs) and another part of the equipment is located directly in the vehicles. Working with information at the level of transport infrastructure and in-vehicle equipment can be useful as it can suggest a route for drivers to avoid congestion, or it can warn them about imminent dangers on the road.
3. Research objective and methodology

The main research objective was *to propose recommendations for the implementation of the Smart City concept focused on sustainable transport in Slovakia* based on an orientation analysis and analysis of the state of sustainable transport (as one of the main areas of the Smart City concept) in Slovak cities.

The research was divided into several parts to obtain relevant pieces of information leading to the fulfilment of the defined objective. Three main components are presented in the article, namely: (1) orientation analysis, (2) content analysis of documents related to the Smart City concept, and (3) application of a questionnaire survey focused on the city officials’ perception of the Smart City concept. The content analysis of the documents was focused on feasibility studies and an analysis of the municipalities’ social and economic development programs.

The questionnaire survey focused on 39 largest Slovak cities. The invitation to fill in the questionnaires was distributed via e-mail to the offices of mayors or deputy mayors. The questionnaire survey aimed to obtain city officials’ opinions on the Smart City concept, the problems of cities, and their other possible solutions within this concept from a long-term, sustainable perspective.

The respondents were competent persons with sufficient awareness of the management processes in the cities regarding their development and possible future involvement in the concept described. Cities were divided into three categories:

- 20,000 – 30,000 citizens – marked as small cities,
- 30,001 – 50,000 citizens – marked as medium cities,
- more than 50,001 citizens – marked as large cities.

Within the research, 37 questionnaires were collected, thus it can be stated that the condition of a 95% significance level was met. The collection of at least 36 responses was required to confirm the representativeness of the research sample. Therefore, the sample can be considered representative.

To specify the research focus, the following *research questions* were defined:

- Q₁: Are Slovak cities interested in implementing the Smart City concept?
- Q₂: What areas do cities focus on while implementing the Smart City concept?
- Q₃: Are cities in Slovakia willing to participate in calls financed by the EU funds?
- Q₄: Is the Smart City concept included in the strategic documents of Slovak cities?
- Q₅: Do the cities’ strategies focus on sustainable aspects of the Smart City concept?

Based on the questions listed above, a *research hypothesis* was formulated. It was designed to be tested using the data obtained via the selected methods described in this chapter. The hypothesis was stated as follows:

- H₁: If local governments implement the Smart City concept, it is primarily within the area of sustainable transport.

4. Results and discussion

The results were obtained from the application of various analyses, methods, and techniques. The first area that this article focuses on is an orientation analysis in the Slovak environment, followed by a content analysis of selected documents and the conduction of a questionnaire survey.
4.1. Orientation analysis

The purpose of the orientation analysis was to delve into the issues of the Smart City concept within the conditions of the Slovak Republic and its future development. The following paragraphs present selected findings from this analysis, which were also used in other parts of the article.

The development of the Smart City market is happening continuously. Recently, a significant increase in its total value can be observed. Various digital solutions are being offered on the market, in demand mainly by local governments. Sales on some continents are expected to double by 2025 (Angelidou, 2016). The reason for the growing revenues of companies is mainly the state of constant global urbanization. According to the United Nations, up to 67% of the population is expected to live in cities and conurbations by 2030. That is why the world’s big cities are expected to become the most attractive markets for Smart City solution providers. Due to this, it is expected that the demand for the implementation of intelligent solutions will increase in the Slovak Republic as well.

To implement the Smart City concept, it is necessary to monitor the use of the Internet in Slovakia, which determines the ability of residents to use various pieces of information technology. Looking at the population and digital literacy, it is possible to assess the indicator of the Internet use in Slovakia for the population aged 16 to 74, regardless of gender. This piece of information is summarized by the Statistical Office of the Slovak Republic in the survey. Based on this, it can be argued that more than 80% of the population within this age group have used the Internet in the last three months (Statistical Office of the Slovak Republic, 2020a, b, c). This creates a precondition for the adoption of the Smart City concept in Slovakia to the required extent.

An important part remaining is the availability of strategic documents of individual municipalities on their websites. Published strategic documents of individual municipalities and whole regions create a basic prerequisite for the participation of the population in the development of the entire city. The program of social and economic development of the municipality is a strategic document presenting the vision and strategic goals. Via the Open Strategies portal, it was found that most Slovak municipalities have this document published on their websites. Out of 2,954 municipalities inspected, up to 2,061 had strategic documents published on their websites, including the document *Program and social development of the municipality*. Most municipalities that did not have such document published had a population below 20,000 people. In the category of municipalities with more than 20,000 inhabitants, only 35 municipalities did not have strategic documents published (Open Strategies, 2022). The reason why small municipalities do not publish documents may be the fact that they do not have a website at all.

From the perspective of building intelligent cities in the conditions of the Slovak Republic, based on the survey of the Ministry of Economy of the Slovak Republic (2017), it can be stated that the representatives of Slovak cities are interested in this concept. The survey also showed that transport is perceived by city officials as an area that can be solved precisely via the application of the Smart City concept.

4.2. Content analysis of the documents connected with the Smart City concept

To perform the content analysis, freely available documents directly connected with the Smart City concept were selected. The first group of documents followed the response of cities to the call of the Ministry of Investments, Regional Development, and Informatization of the Slovak Republic. The second group focused on the strategic document of the social and economic development program.
4.2.1. Analysis of the cities’ feasibility studies

The Ministry of Investments, Regional Development and Informatization of the Slovak Republic has published the call no. OPII-2021/7/17 – DOP for the submission of Applications for a non-repayable financial contribution to “Modern Technologies II”. This call is aimed at all cities in the Slovak Republic except for the capital city – Bratislava. The non-refundable contribution is directly focused on IT technologies in cities to improve security in the city, the quality of public transport, building management, the environment, and communication with the citizens. The call is also focused on Higher Territorial Units. The total support from this fund is 35 million euros.

In connection with the published application form, the cities can participate in this call. The first step in the implementation was the elaboration of a feasibility study. The participating cities have published their feasibility studies in the Central Public Administration Metainformation System. Due to this, it was possible to identify which cities plan to invest in Smart City solutions as well as the amount of the non-refundable financial contribution required.

Table 6 summarizes the results of the content analysis of the individual cities’ documents with a focus on the projects studied. The analysis examined 39 largest Slovak cities. Of these, 22 cities submitted their projects, which are listed in the table. The following areas have been identified in each of the submitted projects (World Population Review, 2020):

- transport – the creation of systems to obtain information on the traffic situation in the city for further traffic management, creation of mobile applications for payment and guidance to the parking spots,
- environment – the creation of systems focused on the sensory acquisition of data on the meteorological situation in the city and the current quality of the environment,
- waste management – the creation of systems based on sensor networks to provide information on the fulness of garbage cans,
- data – the creation of a platform for data visualization on the city panel, streamlining of local governments based on open data,
- security – acquisition of security data (monitoring via camera systems),
- lighting – generation of luminance information, possibility to report a non-functional public light.

Table 6. Results of content analysis of planned city projects

<table>
<thead>
<tr>
<th>City</th>
<th>Name</th>
<th>Orientation*</th>
<th>Start</th>
<th>End</th>
<th>Total amount [€]</th>
<th>Annual costs [€]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snina</td>
<td>Modern technologies for the city of Snina</td>
<td>TRN, ENV</td>
<td>01.03.2021</td>
<td>28.02.2022</td>
<td>463 000</td>
<td>33 000</td>
</tr>
<tr>
<td>Senica</td>
<td>Smart plan of the city of Senica</td>
<td>TRN, SEC</td>
<td>04.05.2020</td>
<td>31.12.2021</td>
<td>999 882</td>
<td>40 000</td>
</tr>
<tr>
<td>Brezno</td>
<td>Electronic services of the city of Brezno</td>
<td>DATA, TRN, ENV</td>
<td>25.08.2021</td>
<td>31.12.2021</td>
<td>996 213</td>
<td>8 320</td>
</tr>
<tr>
<td>Šaľa</td>
<td>Modern technologies – Šaľa on the smart road</td>
<td>TRN, ENV</td>
<td>01.01.2021</td>
<td>30.06.2022</td>
<td>999 282</td>
<td>168 996</td>
</tr>
<tr>
<td>Vranov nad Topľou</td>
<td>Modern technologies for the city of Vranov nad Topľou</td>
<td>TRN, ENV</td>
<td>01.03.2021</td>
<td>28.02.2022</td>
<td>441 000</td>
<td>32 000</td>
</tr>
<tr>
<td>Dunajská Streda</td>
<td>Smart plan of the city Dunajská Streda</td>
<td>TRN, SEC, LIGHT, ENV</td>
<td>30.04.2021</td>
<td>31.12.2021</td>
<td>987 54</td>
<td>47 419</td>
</tr>
<tr>
<td>Dubnica nad Váhom</td>
<td>Modern technologies for the city of Dubnica nad Váhom</td>
<td>TRN, ENV</td>
<td>01.03.2021</td>
<td>31.12.2021</td>
<td>592 000</td>
<td>41 000</td>
</tr>
<tr>
<td>Rimavská Sobota</td>
<td>Intelligent Rimavská Sobota</td>
<td>ENV, SEC, LIGHT</td>
<td>01.02.2021</td>
<td>31.05.2023</td>
<td>617 600</td>
<td>38 320</td>
</tr>
<tr>
<td>Topoľčany</td>
<td>Smart solutions for the city of Topoľčany</td>
<td>TRN, SEC, WST</td>
<td>10.06.2021</td>
<td>31.12.2021</td>
<td>999 938</td>
<td>199 987</td>
</tr>
<tr>
<td>Ružomberok</td>
<td>Smart technologies of the city</td>
<td>EVN, TRN</td>
<td>01.03.2021</td>
<td>28.02.2023</td>
<td>885 000</td>
<td>44 250</td>
</tr>
</tbody>
</table>
Some of the analysed cities did not join the call and were therefore not included in Table 6. These cities include: Nové mesto nad Váhom, Hlohovec, Partizánske, Pezinok, Čadca, Trebišov, Piešťany, Lučenec, Liptovský Mikuláš, Humenné, Komárno, Nové Zámky, Prievidza, Poprad, Martin, Nitra, Bratislava (the city of Bratislava could not apply for a non-refundable financial contribution).

It should be emphasized that all participating cities have the status of the project marked as approved and ready for implementation. Some cities are already in the implementation phase. Finally, it can be stated that 22 cities submitted 381 projects showing that the cities are interested in the application of modern technologies.

4.2.2. Analysis of the program of social and economic development of the municipality

The analysis further focused on the program of social and economic development of the municipality. This document should be established by local governments according to Act 539/2008 Coll. Act on the Support of Regional Development. The document was analysed to identify the occurrence of the word “smart” or “intelligent”, given its closer meaning in the Smart City concept. These were, for example, the terms smart mobility, smart services, etc. The individual word counts with a specific focus are displayed in Table 7.
Table 7. Identified occurrence of words related to the Smart City concept in the strategic document

<table>
<thead>
<tr>
<th>City</th>
<th>Category</th>
<th>Horizon</th>
<th>Word count</th>
<th>Sustainable aspect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brezno</td>
<td>Small</td>
<td>2022</td>
<td>4</td>
<td>management, transport</td>
</tr>
<tr>
<td>Hlohovec</td>
<td>Small</td>
<td>2023</td>
<td>3</td>
<td>infrastructure, public administration</td>
</tr>
<tr>
<td>Šaľa</td>
<td>Small</td>
<td>2022</td>
<td>1</td>
<td>infrastructure</td>
</tr>
<tr>
<td>Dunajská Streda</td>
<td>Small</td>
<td>2020</td>
<td>1</td>
<td>energy</td>
</tr>
<tr>
<td>Lučenec</td>
<td>Small</td>
<td>2025</td>
<td>4</td>
<td>vision, concept</td>
</tr>
<tr>
<td>Liptovský Mikuláš</td>
<td>Medium</td>
<td>2030</td>
<td>3</td>
<td>transport</td>
</tr>
<tr>
<td>Bardejov</td>
<td>Medium</td>
<td>2024</td>
<td>5</td>
<td>energy</td>
</tr>
<tr>
<td>Humenné</td>
<td>Medium</td>
<td>2025</td>
<td>5</td>
<td>energy</td>
</tr>
<tr>
<td>Nové Zámky</td>
<td>Medium</td>
<td>2025</td>
<td>3</td>
<td>strategy</td>
</tr>
<tr>
<td>Michalovce</td>
<td>Medium</td>
<td>2022</td>
<td>6</td>
<td>strategy, transport</td>
</tr>
<tr>
<td>Považská Bystrica</td>
<td>Medium</td>
<td>2022</td>
<td>2</td>
<td>strategy, energy</td>
</tr>
<tr>
<td>Zvolen</td>
<td>Medium</td>
<td>2027</td>
<td>1</td>
<td>public administration</td>
</tr>
<tr>
<td>Poprad</td>
<td>Large</td>
<td>2040</td>
<td>24</td>
<td>all aspects of the city</td>
</tr>
<tr>
<td>Martin</td>
<td>Large</td>
<td>2023</td>
<td>18</td>
<td>all aspects of the city</td>
</tr>
<tr>
<td>Trenčín</td>
<td>Large</td>
<td>2040</td>
<td>21</td>
<td>all aspects of the city</td>
</tr>
<tr>
<td>Trnava</td>
<td>Large</td>
<td>2030</td>
<td>12</td>
<td>all aspects of the city</td>
</tr>
<tr>
<td>Nitra</td>
<td>Large</td>
<td>2023</td>
<td>8</td>
<td>transport, lighting</td>
</tr>
<tr>
<td>Banská Bystrica</td>
<td>Large</td>
<td>2023</td>
<td>4</td>
<td>transport, city zones</td>
</tr>
<tr>
<td>Žilina</td>
<td>Large</td>
<td>2023</td>
<td>7</td>
<td>transport, energy</td>
</tr>
<tr>
<td>Prešov</td>
<td>Large</td>
<td>2025</td>
<td>3</td>
<td>transport</td>
</tr>
<tr>
<td>Košice</td>
<td>Large</td>
<td>2025</td>
<td>1</td>
<td>energy</td>
</tr>
<tr>
<td>Bratislava</td>
<td>Large</td>
<td>2020</td>
<td>1</td>
<td>transport</td>
</tr>
</tbody>
</table>

Source: elaborated using: Ostertagová, 2022

Some of the cities studied did not focus on the Smart City concept in the selected document; the occurrence of the analysed words was equal to 0, so they were not included in Table 7. These were cities: Nové Mesto nad Váhom, Šnina, Senica, Vranov nad Topľou, Partizánske, Pezinok, Dubnica nad Váhom, Rimavská Sobota, Trebišov, Topoľčany, Ružomberok, Piešťany, Levice, Komárno, Spišská Nová Ves, Prievidza.

During the research of individual city websites, it was also monitored whether the cities offer access to the whole Smart City strategy itself. It was revealed that only five cities had the entire Smart City strategy available. All of them also showed an occurrence of the words analysed in the document Program of Economic and Social Development. Based on the examination of the occurrence of smart technologies in individual program strategies, the occurrence of the phrases studied was recorded in 23 surveyed cities. It is necessary to emphasize that the validity of the examined strategic documents for all cities started in 2015. Thus, it is possible that the cities did not have enough information to implement modern technologies at the time of preparing these strategic documents.

4.3. Results from the questionnaire survey

To obtain information about the actual opinions of city officials on the Smart City concept, a questionnaire survey was performed. This was sent directly to the mayors or their deputies.

4.3.1. Data description

The responses were mainly provided by the heads of individual city departments within the municipal self-governments. These were employees focusing on strategic urban development and the transport department. The deputy mayors were also well represented as the questionnaire was addressed directly to them. The questionnaire
was also filled in by transport officers or heads. Based on this categorization, the persons who participated in the survey can be considered responsible for the questions asked. Figure 4 shows the individual distribution of respondents by their profession.

![Figure 4. Distribution of respondents by profession](Image)

*Source: own elaboration*

From the perspective of the involvement of cities in the questionnaire survey, it can be confirmed that 37 cities from all size categories were involved – small, medium, and large cities. The representation of individual cities is divided proportionally; the overview is shown in Figure 5.

![Figure 5. Distribution of the cities by their size](Image)

*Source: own elaboration*
4.3.2. Evaluation of the questionnaire survey results in connection with H₁

How city officials perceive problems in the city they are managing is an important basis for motivation to use modern technologies to eliminate these problems. The results from the questionnaire survey were examined concerning the defined hypothesis H₁: *If local governments implement the Smart City concept, it is primarily within the area of sustainable transport.*

Attention can also be paid to the planned use of the funds within the projects regarding the implementation of Smart City solutions. A significant number of cities (15 of 22) plan to implement solutions in transport. Before performing the Chi-square test, the Shapiro-Wilk test was also performed to verify the normality of the data, i.e., to assess the suitability of the data for further statistical analysis (Table 8). The described relationship can then be examined by statistical evaluation using the Chi-square test (Table 9).

**Table 8.** Shapiro-Wilk test on the data for H₁

<table>
<thead>
<tr>
<th>Area</th>
<th>W</th>
<th>p – value</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investments</td>
<td>0.631</td>
<td>&lt;0.01</td>
<td>Yes</td>
</tr>
<tr>
<td>Environment</td>
<td>0.545</td>
<td>&lt;0.01</td>
<td>Yes</td>
</tr>
<tr>
<td>Security</td>
<td>0.395</td>
<td>&lt;0.01</td>
<td>Yes</td>
</tr>
<tr>
<td>Open data</td>
<td>0.233</td>
<td>&lt;0.01</td>
<td>Yes</td>
</tr>
<tr>
<td>Intelligent lighting</td>
<td>0.350</td>
<td>&lt;0.01</td>
<td>Yes</td>
</tr>
<tr>
<td>Waste management</td>
<td>0.233</td>
<td>&lt;0.01</td>
<td>Yes</td>
</tr>
<tr>
<td>Transport</td>
<td>0.631</td>
<td>&lt;0.01</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*Source: own elaboration*

The results shown in Table 8 indicate the suitability of the selected data for further statistical analysis. To assess the relationship between the investments and the area that cities are focusing on when implementing the Smart City concept, the data were analyzed using the Chi-square test. The results in Table 9 support the relationship between investing in smart technologies and specific three areas.

**Table 9.** Chi-square test on the data for H₁

<table>
<thead>
<tr>
<th>Area</th>
<th>χ² values</th>
<th>p – value</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment</td>
<td>10.392</td>
<td>0.001</td>
<td>Yes</td>
</tr>
<tr>
<td>Security</td>
<td>4.432</td>
<td>0.035</td>
<td>Yes</td>
</tr>
<tr>
<td>Open data</td>
<td>1.629</td>
<td>0.202</td>
<td>No</td>
</tr>
<tr>
<td>Intelligent lighting</td>
<td>3.444</td>
<td>0.063</td>
<td>No</td>
</tr>
<tr>
<td>Waste management</td>
<td>1.629</td>
<td>0.202</td>
<td>No</td>
</tr>
<tr>
<td>Transport</td>
<td>23.287</td>
<td>&lt;0.01</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*Source: own elaboration*

The statistical significance of the examined relationships in Table 9 points to the key importance of transport (χ² = 23.287; p-value <0.01) as the main area in which municipalities are trying to obtain funds or are directly investing in. Other justified areas (with statistically significant relationships) include *environmental and safety solutions.* Both categories can be linked to transport since transport is a major air pollutant, and safety is an important element in road transport.
4.4. Evaluation of research questions and research hypothesis

Based on the analysed data and the presented results, the set research questions were answered. The orientation analysis, specifically the results presented in Table 6, led to the confirmation that Slovak cities are interested in implementing the Smart City concept. The same analysis also provides the answer to the second research question where it can be argued that cities focus mainly on the following areas: transport, environment, waste management, data, security, and lighting within the implementation of the Smart City concept.

Furthermore, it was confirmed that cities in Slovakia are willing to participate in calls funded by the EU (Table 6) and the Smart City concept is included in their strategic documents (Table 7). The last question concerned the sustainable aspects where it can be stated that the cities’ strategies focus on sustainable aspects of the Smart City concept (Table 7).

Subsequently, the research hypothesis $H_1$ was tested: If local governments implement the Smart City concept, it is primarily within the area of sustainable transport. Based on the results displayed in Table 9, a statistically significant relationship between investment in smart technologies and the area of transport was confirmed ($\chi^2 = 23.287; \ p\text{-value} < 0.01$).

Conclusions

Based on the results of the performed analyses, recommendations for the implementation of the Smart City concept and sustainable transport in Slovakia were designed and described in this part of the article. They are divided into separate partial areas.

**Unification of the city’s strategic goals** – the goals of individual self-government are defined in the document “Program of the municipality’s economic and social development”. This document contains goals from all areas of the city (environment, energy, education, healthcare, mobility, etc.). Given that mobility as an area of the city is a cross-cutting area, the individual goals from other areas should be logically connected. The primary strategic goal should be to manage the city via the implementation of the Smart City concept in all areas.

**Involvement of the citizens in the strategy creation** – the Smart City concept has a fundamental need to create a strategic combination of approaches (top-down, bottom-up). The citizens can identify common problems in the city. More proactive citizens can also come up with specific solutions that can be implemented after discussion with other stakeholders. The result of the citizens’ involvement is focusing on the real problems of the city and positioning the citizens into the area of interest. Within the individual involvement of the population, four types of citizens can be defined according to the level of their participation and the time required for public affairs. Specifically:

- **Passive citizen** – this is a group of citizens who are not interested in participating in the activities of the municipal self-government, do not want to spend any time supporting the development of the city, they are only willing to perceive the information communicated by the self-government,
- **Comments giver** – this is a group of citizens who can spend some time to express their opinions, and thus help cities in their direction. However, they are not interested in solving factual arguments – they only present their opinions on the issue,
- **Discussant** – this part of the population is interested in the development of the city, can present their opinions, perceive arguments. They devote their time to organized public debates,
– participant – this is a group that is highly interested in the city’s development, present their opinions, perceive arguments, and actively communicate with individual city representatives. They are involved in the city councils.

**Figure 5. Levels of citizens’ participation**

*Source: own elaboration*

**Implementation of mobility as a service** – mobility as a service is one of the basic platforms for building Smart Cities. It is about connecting individual types of transport and their providers into one comprehensive platform managed by a central service provider. The advantage is the involvement of ICT in the whole process and the construction of a unified digital platform where the subsequent carrier can be a website or a mobile application. Users can use the following options via one platform:
- obtaining information on public transport options in the city, including micro-mobility services,
- the possibility of purchasing tickets for individual modes of transport,
- the possibility of guiding to a free parking area in the case of individual transport,
- the possibility of paying the parking fee,
- the possibility of obtaining information on shared journeys within (and outside) the city,
- obtaining information on weather and air quality within selected localities.

The introduction of mobility as a service brings many benefits to residents and tourists of the city. A significant disadvantage is the managerial complexity of the solution as it is a matter of the unification of several transport operators with the subsequent need for distribution of finance (e.g., profit).

**Regulation of individual transport – car parks** – following the mobility as a service comes the subsequent need to regulate individual transport. Municipalities approach regulation in Slovakia mostly by motivating motorists to change the means of transport (preference for public transport, lower rates for public transport, availability of connections, introduction of smart solutions). It is also possible to implement rigid measures based on the exclusion of motorists from the city centre and the introduction of car parks at the city borders, with the consequent rapid availability of public transport. This way, residents using individual transport are also forced to use public transport. However, such a decision of the self-government requires financial resources for the completion of the car park, or the possible reorganization of the public transport network. At the same time, it should be emphasized that the representative of the local government is elected for a certain period. For this
reason, political motives also enter decision-making. An unpopular decision may jeopardize the possible further candidacy of a local government representative.

**Promotion of alternative (sustainable) sources of transport and the development of electromobility and hydrogen propulsion** – transport is closely linked to the environment. The congestion of traffic in the city thus reduces the overall air quality and the quality of the citizens’ lives. Cities should gradually use alternative sources of propulsion within the area of public transport. It is primarily about electromobility. The opportunity for hydrogen propulsion is also opening currently. By connecting alternative drives, the air quality can be increased.

By combining individual recommendations that have been defined, cities can create significantly better-living conditions for their citizens. Cities must have well-defined, interlinked strategic goals. It is also necessary that while creating a strategy, the citizens are involved because they can significantly influence the development of the city in the coming years. The essential fact remains that the defined objectives should be divided into concrete steps with subsequent implementation. A significant disadvantage remaining is that the cities often define goals, but the implementation does not occur for various reasons (lack of financial resources, weak motivation of the city representatives, political motives, etc.).

The **novelty** of this article consists mainly of the analysis of the current state of the Smart City concept application in Slovakia and the indicators that will influence future developments in this area. Another original aspect of the article is represented by the recommendations structured into several parts. The intention was to provide specific points that local governments could focus on when implementing the Smart City concept, particularly within the sustainable transport and mobility. These points include: (1) **Unification of the city’s strategic goals**; (2) **Involvement of the citizens in the strategy creation**; (3) **Implementation of the mobility as a service**; (4) **Regulation of individual transport**; (5) **Promotion of alternative (sustainable) sources of transport and the development of electromobility and hydrogen propulsion**.

Geographical delimitation was identified as one of the **limitations** of the research. The research focused on the Smart City concept and its application only in Slovakia. Other limiting elements include, for example, the primary focus on transport issues within the broader Smart City concept. The last limitation is the utilization of the questionnaire survey distributed only to city mayors and their deputies.

In the **future**, the authors would like to focus their research on other aspects of the Smart City concept besides transport. When transforming a city into a smart city, it is important to proceed gradually and systematically. Gradual steps enable the creation of a digital city, where the first change within the implementation of this concept positively affects the introduction of another, creating suitable conditions for further development. In this article, the first change focused on the area of transport, which was identified as a key element within the current conditions of the Slovak Republic.
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Abstract. The study interrogates the contention that social entrepreneurship pedagogy plays an essential role in developing students' entrepreneurial mindset in a Covid-19 era from the perspective of the Lagos State University, Nigeria. The exploratory design was employed to harness new knowledge from existing literature. A total of 18 final-year students were purposively and conveniently for an interview, and data were analyzed with the NVivo (v.12) qualitative software. Results reveal a lack of pedagogy initiatives in delivering teachings and learning such as seminars/workshops, networking, internships and case studies, the absence of a conventional department of entrepreneurship education and a lack of appropriate entrepreneurship education curriculum for the development of students' entrepreneurship mindsets. Notably, the fallout from the Covid-19 pandemic has shown that students can revive the Nigerian economy with a positive outlook due to their entrepreneurial mindset. The study echoes the need for the constitution of appropriate pedagogy initiatives and relevant course contents and curriculum that could steer a robust students' entrepreneurial mindset for venture creation and economic development amidst the prevailing loss of jobs in this epoch of Covid-19.
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1. Introduction

The universal tradition of economic growth for human development cannot be unconnected with advancing and promoting viable work patterns. With the continued disruptions of the performance of economies across the globe engendered by the debilitating consequences of the Covid-19 pandemic, the aim of attaining social needs and sustainable development goals (SDG) are now more severely impacted. In other words, there has been an increasing swing from dependent on paid employment to a need for the provocation of entrepreneurship as the new pathway to human and economic survival (Wang, Hong, Li & Gao, 2020). With the increasing rate of job loss and poor economic performance indices, the call for university students to integrate the culture of entrepreneurial mindset into their learning processes through suitable and practicable social entrepreneurship
pedagogy techniques cannot be over-stretched (Wang, Hong, Li & Gao, 2020). This contention has continuously formed a public debate in the management literature as a cornerstone to stimulating economic prosperity and human growth, among other economic conditions (Rauf, Wijaya & Tari, 2021).

Social entrepreneurship pedagogy offers students the capability to comprehend and instil vital business principles needed to strive in a competitive business world (Malebana, 2017). The lasting global economic changes have persistently caused universities of higher learning agenda of theoretical teachings to the more practical ideology of instructions for students' acquisition of traditional and requisite skills that are required for success in this epoch of stiff and competitive labour markets (Ojode, Wolde & Claiborne, 2021). The essential knowledge and skills requisite for survival in this changing business world constantly undergo unceasing changes and modifications in tandem with global economic changes (Davis, Hall & Mayer, 2016). For instance, industries now prioritize what seems to be there most essential needs for continuous business operations. The wish and demand for these needs will no doubt continue to incite significant interference in the activities, functions and operations of global labour markets with modifications in the structure and pattern of available jobs (Malebana, 2017).

In essence, the innovative trend of jobs that will be formed will demand graduates will explicit entrepreneurial drive and mindset (Hussain & Norashidah, 2015). Fayolle and Gailly (2015) contend that the comprehension and use of social entrepreneurship pedagogy techniques explain a clear-cut pathway through which students can develop their entrepreneurial mindset and prosper in entrepreneurship undertakings. The business environment, interrupted and destabilized by the advent of the Covid-19 pandemic, calls for graduates with a robust entrepreneurial mindset who are willing to learn and unlearn the ropes of business principles through social entrepreneurship teachings, techniques and appropriate educational curriculum and course contents. The formation and arrangement of Nigeria's higher education course curriculum have continued to attract public criticism as a deficit in global relevance in terms of engendering qualitative entrepreneurship teachings required for sustainable venture creation (Adekunle & David, 2014). For example, data is scarce to substantiate government investment in entrepreneurship education to develop students' entrepreneurial mindset (Chinonye & Akinlabi, 2014). The consequence emanating from youth over-dependence on graduates' jobs, the conundrum of youth unemployment and the outdated and ambiguous course content and curriculum are clear evidence of Nigeria's government's inattention to the prominence of entrepreneurship education as an effective investment tool for employment creation and the growth of the Nigerian economy at large (Alabi, Famakinwa & Ogunjimi 2017).

The literature on entrepreneurship is awash in Nigeria with different subjects. A critical assessment and analysis of the literature reveal a range of studies such as entrepreneurship venture and development of small and medium enterprises (Adelekan, Arogundade & Dansu, 2016), entrepreneurship education and self-employment initiatives (Afolabi, 2016) and rationale for students' preparation and entrepreneurship education in the face of the global economic crisis in Nigeria (Onuwa, 2016). Similar work comprised the analysis of entrepreneurship education as a mechanism for national development and jobs creation hub, among others (Adekunle & David, 2014). Other similar studies conducted outside the context of Nigeria include Covid-19 and entrepreneurship education (Ratten & Jones, 2021) and the relationship between entrepreneurship education and entrepreneurial goal intentions (Ndofirepi, 2020). With this collection of research works, particularly in the discourse of entrepreneurship, there is a scarcity of research focusing on developing students' entrepreneurial mindset through social entrepreneurship pedagogy in a Covid-19 era in Nigeria. Therefore, this identifies the gap this present study will be addressing. The objectives of the paper include the interrogation of the significance of entrepreneurship pedagogy techniques and content employed in the teaching of entrepreneurship education; highlighting and understanding the nexus between entrepreneurship pedagogy and the development of students' entrepreneurial mindset, and assessing the impact of the covid-19 global pandemic on the development of students' entrepreneurship mindset among selected final year students.
The significance of this paper is anchored on the quest to address the existing research chasm on the role of social entrepreneurship pedagogy in developing students' entrepreneurial mindset. In other words, it is explicit that similar studies have failed to assess the role of social entrepreneurship pedagogy in transforming and developing students' entrepreneurship mindset in the Covid-19 era. Therefore, by interrogating this argument, the study hopes to convey a new perspective on the significance of social entrepreneurship pedagogy in transforming and developing students' entrepreneurial mindset in the new era. This proposition becomes crucial and relevant towards becoming self-sustained and independent through enterprising activities, even as the impact of the Covid-19 pandemic continues to interrupt the economy and the constant disappearance of graduate jobs.

2. Literature review

2.1 Entrepreneurship explained

The concept of entrepreneurship can be explained as an individual ability to produce value through the integration and use of human and material resources to create markets and consumption (Chinonye & Akinlabi, 2014). The term expressly denotes an individual who possesses skills that can be likened to a go-getter, inventor or someone who enjoys the art of taking a risk to uncover opportunities (Audretsch, Kuratko & Link, 2016). These narrations position an entrepreneur as a willing and string-willed personality who is geared towards integrating and converting available resources for monetary and societal gains (Imafidon, 2014). An entrepreneur is assumed to be an inventor of economic development. With the fluctuating economic order engendered by the disruptions of the Covid-19 pandemic, an entrepreneur can be likened to mean an individual with the ability to creatively adjust to the economic realities with the mindset of managing an effective enterprise for venture creation. This analogy seemingly confirms the significance and need for consciously stimulating entrepreneurial mindset and initiative among students as an alternative to overreliance on decreasing paid employment globally.

Kirkwood, Dwyer and Gray’s (2014) thesis argued that the initial comprehension of entrepreneurship as a driver of transformation is consistently altering in recent times with a more concise focus on economic development. In short, the conceptual explanation of entrepreneurship is now widely accepted as an individual who initiates the beginning of a new business undertaking. Thus, the familiar axiom of the invention usually used in the description of an entrepreneur is now more conceptualized as an individual's capability to produce a new business venture. For instance, Boohene and Agyapong (2017) argued entrepreneurship is a self-driven practice and procedure of consistent wealth creation by an individual/s who undertakes risky entrepreneurial venture through the commitment of time and process for the production of value and result-oriented business outcomes.

Beech and Anseel (2020) describe entrepreneurship as the identification of opportunity that translates into job creation and economic development. This description is in tandem with the comprehension of entrepreneurship as an undertaking for personal growth, initiative taking, self-sustaining and applying innovative skills for personal growth and economic development. Conversely, with the university of higher learning in mind in ensuring students' entrepreneurship development, the literature has unswervingly argued that entrepreneurship is teachable and can be taught and instilled in students like all other courses of study (Imafidon, 2014). The argument of this study is to lengthen this position by defending the significance of social entrepreneurship pedagogy as an avenue through which students' entrepreneurship mindset can be advanced.

Audretsch, Kuratko and Link (2016, p. 610) conceived entrepreneurship as a dependent, regular business procedure set up by people ready to take risks to create values and wealth. Gundlach and Zivnuska's (2010) thesis broadly conceptualized entrepreneurship as the capability and competency to trail a business endeavour, create opportunities with it and transmute the same for economic gains. In the broad canon of management studies, entrepreneurship is related to an individual's possession of some exceptional human skills such as mental, social...
and economic necessary for the progress of any entrepreneurial undertaking (Ojode, Wolde & Claiborne, 2021). To place correctly, the understanding of entrepreneurship in the perspective of pedagogy will enable student entrepreneurs to acquire the right mix of opportunities towards recognizing and understanding the significance of entrepreneurship pedagogy in the success of an enterprise, especially in this era of economic raging steered by Covid-19 pandemic.

2.2 Social entrepreneurship pedagogy explained

Social entrepreneurship pedagogy can be described as the training of students on social projects using pedagogy techniques for economic development and societal growth (Osunde, 2016). According to Audretsch, Kuratko and Link (2016, p. 612), social entrepreneurship pedagogy needs to be included as a compulsory syllabus for tertiary institutions to undertake to be conversant with the practical business stimulation and venture creation. This is to contend that Nigeria's university systems urgently require a unique social entrepreneurship pedagogy for students’ entrepreneurial drive and mindset development. Okeke and Eme (2014) write that universities must teach a more conventional and real world for a creative and self-sustained turnout of university graduates with fitting social and employment creation skills and social entrepreneurship pedagogy instructions in replacement of the traditional methods of learning transmission.

Social entrepreneurship pedagogy must realize the behavioural change in students' entrepreneurial learning experience. For instance, if relevant results are desired, evaluation should be given to what is conveyed to the students concerning the social entrepreneurship course content and, more so, the means of its transmission (Lopes et al., 2021). A recent study by Guerrero, Urbano and Gajón (2020) has connected social entrepreneurship pedagogy among students to the efficacy of course contents. In other words, social entrepreneurship pedagogy should focus on exercises that provoke ordinary social entrepreneurial skills in students (Beech & Anseel, 2020). With a specific goal in mind for developing such skills, Ojode, Wolde and Claiborne (2021) argued that entrepreneurs should be consulted in the planning and outlining of social entrepreneurship pedagogy course content to ensure its direct relevance to all fields of study. Therefore, the course content should offer a large appliance for introducing students to everyday management opportunities and problems of small-scale business ventures, evaluating their growth, mindset, and readiness for entrepreneurial experience (Onuwa, 2016). Entrepreneurship courses must relish the entire course content in a real-world context relevant to developing students' entrepreneurship mindset (Yusoff, Ahmad & Halim, 2016). Instructors can employ appropriate content, including reading, cases and lectures that are desirable to assist students in transforming into social entrepreneurs. This can be realized by ensuring their course guidelines are in tandem with appropriate self-efficacy techniques for developing students’ entrepreneurial mindset.

2.3 Social entrepreneurship pedagogy and students’ entrepreneurship mindset

The use of social pedagogy techniques and approaches remains central to any entrepreneurship development. For instance, lectures and case studies have been reported reliable in stimulating and developing students' entrepreneurial mindsets (Onuwa, 2016). Kolawole and Ajila (2015) argued for using different methods as there are no precise techniques to provoke students’ entrepreneurship mindset development. Other techniques, including media, seminars and lectures, were argued as the most effective pedagogical methods of entrepreneurship education development (Ahmed et al., 2020). Advocates of this postulation assert that the techniques promote ease of transiting students from job seeks to job owners if effectively applied (Guerrero, Urbano & Gajón, 2020; Wang, Hong, Li & Gao, 2020).

The social pedagogical teachings instil and allow for the alliance of knowledge and development of entrepreneurship skills. The importance of social entrepreneurship pedagogy remains an essential pathway through which students can build and develop their mindset (Yusoff, Ahmad & Halim, 2016). Supporting this
contention in tandem with the Covid-19 health pandemic call for a severe response from the managers of the Nigerian universities to develop a more sophisticated and time framework that can sustain the reformation of the present course contents and curriculum being employed by higher institutions of learning in Nigeria for a stout and enterprising students' entrepreneurial mindset. Mitigating the Covid-19 health crisis's economic challenge speaks to the identification of young and vibrant young talents but exerting more responsibilities toward developing a functional social education system that can spur economic transformation through students' entrepreneurial activities and business value (Zou, Huo & Li, 2020).

Using social entrepreneurship pedagogy enables students to develop appropriate business start-up skills. The Nigeria situation indicates a weak testament as an effort to develop students' entrepreneurship mindset continues to encounter several hindrances due to the poor application and use of social entrepreneurship pedagogy techniques and contents (Okeke & Eme, 2014). Many Nigerian higher learning institutions' teaching guidelines, course contents and curriculum are not in tandem with global best practices for building and developing a sustainable student entrepreneur with a creative business mindset (Chinonye & Akinlabi, 2014).

The discourse of social entrepreneurship pedagogy has continuously shown relevance in students' entrepreneurial efficacy and mindset development with the integration of an effective support system, hands-on-learning undertakings and the supervision of small start-up enterprises among the student population (Saeed et al. 2015). In addition, for students, entrepreneurial mindset development, appropriate programmes and teaching techniques that reflect growth in the area of human capital, business formation and market-oriented skills and other support roles must be clarified in the entrepreneurship teaching curriculum of universities (Lopes et al., 2021). However, contrary evidence in the entrepreneurship literature explains that the acquisition of entrepreneurship education should devote not so much attention to the application of technical teachings but emphasis more on the hands-on desk and practical instructions to rouse students' mindset for venture creation (Hussain & Norashidah, 2015; Wang, Hong, Li & Gao, 2020). To be sure, reinforcing students' confidence and experience in learning prospects are measures to spur an entrepreneurship mindset (Chinonye & Akinlabi, 2014). The effort chased in this study is the hope of launching a new pattern of social entrepreneurship pedagogy practice that will overturn the general outdated curriculum and course content for the advancement of students' entrepreneurship mindset and business creation skills in this era of Covid-19 pandemic with poor economic performance and ascending graduate unemployment rate.

3. Methodology and materials

3.1 Research philosophy and design

The philosophical viewpoint of this study supports the interpretive philosophical assumptions in understanding the significance of the social entrepreneurship mindset in the development of students' entrepreneurship mindset. (Sekaran & Bougie, 2016). It offers the assimilation of human features into a study by concentrating on the implication that human elements convey into a study and the range of interpretations given to them (Creswell, 2014). Students were asked to stimulate meanings that unpack how students' entrepreneurship mindset can be developed with social entrepreneurship pedagogy in the Covid-19 pandemic era. The experimental design was employed to increase the knowledge scarcity on the research problem (Shields & Rangarajan, 2013). For instance, when little is known about a research problem, the assumptions of the exploratory design represent a more justified design to address such a problem qualitatively (Sekaran & Bougie, 2016). This study employs these assumptions to engender qualitative answers to the social and economic issues of developing students' entrepreneurship mindset through social entrepreneurship pedagogy.
3.2 Population, sample size and recruitment

The study population consists of 18 final-year students selected based on deliberate and suitability from two departments of the faculty of management sciences of the Lagos State University, Nigeria. The selection mirrors two primary considerations; students understanding of the study's problem and their readiness to partake in the study. For example, recruiting students complies with intending to ensure only those with the essential information on the subject matter from the sample respondents. This was achieved through referrals by the class representatives and other stakeholders in the faculty. Consequently, after the intentional recruitment of these respondents, it was ensured that only students who were comfortable with the composition and timeliness of the study became respondents that partake in the study.

3.3 Research instrument, data collection procedure and quality

The study employs the semi-structured interview type to elicit qualitative data. This approach is justified as it allows for uncovering supplementary questions and provokes lucidity when the questions or responses are vague (Yin, 2016). The interview process follows with the use of an interview to monitor the drift of questions and answers (Sekaran & Bougie, 2016). The interview data approach cannot be unconnected from some challenges not limited to clarity in responses and the risk of misconstruing the questions and answers (Kumar, 2012). This study addressed these challenges by phrasing the interview questions in English and ensuring the questions were designed to minimize any likely misconstructions (Saunders, Lewis & Thornhill, 2009). The entire data collection process conforms to the non-pharmaceutical intervention for controlling the spread of the Covid-19 pandemic. The interview lasted between November 2021 and January 2022, just before Nigeria's public universities' present national academic union strike.

The interview sessions were recorded and complemented with note-taking if some questions and responses are ambiguous to transcribe. The interview procedure commences with a brief overview of the aim of the study for selected students. The general questions queried are anchored on the role of social entrepreneurship pedagogy in the development of students' entrepreneurship mindset on the one hand. On the other hand, the range of the specific questions probed includes the different pedagogical techniques used in the transmission of entrepreneurship education are? How can entrepreneurship pedagogy be used in developing students' entrepreneurship mindset? What is the effect of the Covid-19 pandemic challenges on students' entrepreneurship mindset? The paper adopts Trochim and Donnelly's (2007) four strategic approaches. i.e., credibility, transferability, dependability and confirmability of the data. The credibility of the data was achieved by ensuring that the views of the students were reported in the results of the study. For transferability, efforts were made to ensure that results become transferable to another research context. All ethical considerations were complied with in the study's data collection, analysis and reports. Finally, it was ensured that there exists a nexus between the data set and the results for confirmability.

3.4 Data analysis and ethics

The NVivo (v.12) qualitative software was used to identify themes and sub-themes from the transcribed data (see Table 1 below). After that, the themes were analyzed with the content qualitative analytical tool to make good sense of judgement of the themes and sub-themes and informed critical analysis of the role of social entrepreneurship pedagogy in developing students' entrepreneurship mindset. A critical analysis of the results supported the exact responses of respondents. The ethical concerns were judiciously considered, ensuring the names of all respondents were erased from the analysis and results of the study. The permission of all respondents was pursued before the commencement of the study to avoid any breach of privacy.
Table 1. Matrix of themes and sub-themes

<table>
<thead>
<tr>
<th>Themes</th>
<th>Sub-themes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedagogy Techniques</td>
<td>Internship, discussions, oral presentations, case studies and seminars</td>
</tr>
<tr>
<td>Entrepreneurship mindset through entrepreneurship pedagogy</td>
<td>Decrease level of the quality of education, sparsity of entrepreneurship faculty members, absence of entrepreneurship department and lack of entrepreneurship education curriculum and course content</td>
</tr>
<tr>
<td>Covid-19 role in students' entrepreneurship mindset and development</td>
<td>Impact on graduate jobs, limitation on students' entrepreneurial mindset and poor business environment for students entrepreneurs</td>
</tr>
</tbody>
</table>

Source: Nvivo qualitative results

4. Results and interpretation

4.1 Pedagogical techniques and transmission of social entrepreneurship education

The need for conventional and qualitative pedagogy techniques in the delivery of entrepreneurship education in higher educational institutions cannot be over-stretched. For instance, the range of views shared by most students reflects a state of emergency across the length and breadth of Nigerian universities. It was reported that the most commonly employed pedagogy techniques in the transmission of entrepreneurship education, including internship, discussions and oral presentations, are not effectively engaged in teaching entrepreneurship education. Similar techniques explained by respondents include case studies and seminars. Although the utility of lecture was collectively sighted as often employed, internships, case studies, and discussions were entirely not in use. This position explains the state of many Nigerian public universities, where the importance of entrepreneurship education has been largely ignored. One of the students interviewed explained the consequence of the absence of qualitative pedagogy techniques.

The situation we are having here is a severe one. We have seen how other universities embrace cutting-edge pedagogy techniques and technology in transmitting entrepreneurship education in other countries. The state and condition of our universities, especially the public universities, are not encouraging as we lack vital tools that are considered necessary in teaching entrepreneurship education, affecting the development of students' entrepreneurship mindset. We cannot build something on anything.

Another student narrates the university's inability to utilize appropriate media tools and technology in delivering lectures and transmitting entrepreneurship education knowledge to develop students' entrepreneurship mindset. Again, this position validates the non-readiness of the university in building students with a robust attitude capable of transforming the outlook of the Nigerian economy. This viewpoint is explained below:

While academic teachings continue in other climes with the application of the media tools, many Nigerian universities have had to pause academic activities during the Covid-19 pandemic. It is clear what we prioritize in our country and educational space. What is not clear is how students will develop an entrepreneurship mindset if the techniques employed in teaching are not conventional. For me, the inability of many Nigerian universities to compete with their counterparts in other African countries is a testament that we are not doing enough to employ the appropriate teaching techniques and tools the drive entrepreneurship education in Nigeria.

The importance of case studies has repeatedly been proven as the most efficient and effective pedagogy technique employed in transmitting entrepreneurship education and knowledge. The practical importance can be revealed through the hands-on-desk learning experiences students acquire. Many of the students interviewed attest that the significance of case studies is likely to improve their entrepreneurship knowledge and mindset than other pedagogy techniques. One of the students’ reports below:

I am very sure we are falling so much behind due to the lack of case studies in our teaching curriculum in this university and most universities in Nigeria. I mean, the significance of practical business situations can be learned and
unlearned through case studies as it is used in other climes. I will tell you our entrepreneurship mindset and intention are being affected as a result of the non-use of case studies, as it were.

The Nigerian educational system has undergone severe setbacks in developing and delivering qualitative education. One of the significant issues stakeholders have widely accepted is the configuration and nature of the curriculum and course content employed in teaching and learning. Most students explained the lack of qualitative entrepreneurship education due to the ambiguous curriculum and teaching instructions. As illustrated, the global trend of theory-based approach is gradually being eroded, and international institutions are now embracing a hands-on-desk practical approach through restructuring course curriculum and content in alignment with the global requirement for sustainable entrepreneurship education. One of the students reported as follows:

I am confident that the content of the curriculum and range of courses taught in most Nigerian universities are not in tandem with the principle of entrepreneurship education. In other words, the curriculum is not just outdated but one that does not have practical relevance to today's developmental timeline. One wonders how such an ambiguous and outdated curriculum can be employed to develop students' entrepreneurship mindset and used as a channel of development in the long run.

Another student recounts an ugly trend in the teaching methods employed in the transmission of entrepreneurship education. Precisely, the explanation captures the lack of many universities' understanding of the importance of an appropriate entrepreneurship course curriculum and contents for the transmission of entrepreneurship education.

We are only being taught in theory and not practical. This method cannot birth the desired outlook regarding having a student population with an appropriate mindset ready and willing to enter the business world. We have come of age and need to think to introspect to do away with this moribund approach and start employing the conventional system. It is not pleasing that we are still far behind, and the current course we are adopting cannot give us the desired results in developing students' skills, capacity and mindset for the business world.

4.2 Entrepreneurship pedagogy and students' entrepreneurship mindset

The lack of social entrepreneurship education in many Nigerian universities has dramatically affected many students' entrepreneurship drive and mindset. This assertion validates the unceasing unemployment rate and poor utility of social venture skills on the part of many Nigerian youths. Many students attest to the decreasing quality and standard of entrepreneurship education in Nigeria's higher learning institutions. Other students decried the scarcity of entrepreneurship faculty members who can effectively teach entrepreneurship education. The absence of committed and dedicated entrepreneurship departments in many of Nigeria's higher learning institutions is the significant bottleneck to developing youths with a robust and viable entrepreneurship mindset. This problem no doubt confirms the position and ineptitude role of the Nigeria University Commission- NUC towards revitalizing Nigerian universities for sustainable development.

The condition of the Nigerian education system is in shamble. In Nigeria, it will be hard to see universities where the subject of entrepreneurship is being taught as a single course of study. Where this course is being taught, it will be short of the best international standards. There is no way this kind of arrangement can ensure students' entrepreneurship mindsets are appropriately developed. We are in a tight situation in Nigeria regarding the appropriate entrepreneurship education for developing students' entrepreneurship mindset. These challenges have to be urgently addressed for student entrepreneurs to thrive.

Other perspectives shared include the absence of a substantial entrepreneurship department in the university. Most students report this as one of the significant bottlenecks hindering the realization of students' entrepreneurship intention with an effective entrepreneurship mindset. Again, this position exposes the standing
and role of NUC in ensuring that Nigerian universities are effectively managed. One of the students reports in affirmation as follows:

I think the Nigerian universities should start prioritizing what is essential for recovering the economy by carefully looking at the importance of entrepreneurship education. How do we talk about developing students' entrepreneurship mindset when we hardly have a department of entrepreneurship in several Nigerian universities? For instance, taking a clue from my school, there is no stand-alone department of entrepreneurship, which is a tremendous setback regarding student development in entrepreneurship.

The Nigerian educational space is being confronted with many challenges. These problems' fallout effect on Nigeria's entrepreneurship education has continued unceasingly. For example, with the increasing global attention on entrepreneurship as an essential tool for job creation, it is clear that the Nigerian government is yet to understand and harness the importance of entrepreneurship education to curb the impact of the global economic disruptions on the Nigerian economy. As explained earlier, most students explain the absence of entrepreneurship education in their course outline and curriculum. In addition, the debate on the importance of entrepreneurship education as a driver of a strong entrepreneurship mindset, particularly in reviving students' attitude towards becoming independent, belief system, abilities and the development of entrepreneurship self-worth cannot be over-emphasis.

The conventional means of building resilient entrepreneurs with a solution-driven mindset is no doubt through the inculcation of effective entrepreneurship education. Thus, the argument pursued in this paper is the responsibility of the Nigerian government to establish a culture of entrepreneurship education to identify and develop students' entrepreneurship mindset for business venture creation. One of the respondents reported below:

One essential thing that needs to be done if we are serious about developing the entrepreneurship mindset of students in Nigeria is the need to start prioritizing the importance of entrepreneurship education through the various institutions of learning in the country. The changes can begin by ensuring these universities incorporate entrepreneurship in the curriculum as a mandatory course for all students, irrespective of their discipline. I firmly believe this will assist in several ways by building students' minds and mental capacity to withstand business pressure for entrepreneurial success.

Other opinions shared by the majority of the respondents explain the importance of entrepreneurship education as an instrument capable of building students' entrepreneurial skills and self-confidence. It was argued that one of the pathways to developing students' entrepreneurship mindset is through the inculcation of entrepreneurship skills and self-efficacy learnt through entrepreneurship education. However, it was explained that entrepreneurship education had not provoked the suitable capacity and mindset for students' entrepreneurs, as reported by one of the respondents:

I think I need to explain how our educational institutions and the entire system is being managed in Nigeria. There must be a deliberate effort to examine these institutions if the government is genuinely willing to invest in developing students' entrepreneurship mindset. It is high time for the government to start looking toward entrepreneurship education in these universities of higher learning. So we need to start looking at the effectiveness of entrepreneurship education to build students' mindset, capacity and skills in preparation for learning the ropes and challenges of the business world.

4.3 Covid-19 pandemic and students' entrepreneurial mindset

The poor global economic performance is becoming more glaring with the disruptions caused by the emergence of the COVID-19 global pandemic with subsequent job loss and other disturbances to human and business entities alike. The effect of these events calls for the revitalization of social entrepreneurship pedagogy as an instrument to revive the Nigerian economy through building and developing students' entrepreneurship mindset.
The argument is the position of the Nigerian government's responsibility to provide a conducive business environment where entrepreneurship can flourish. With the negative effect of Covid-19, the development of students’ entrepreneurship mindset has remained feeble. One of the students highlights how Covid-19 has affected their mindset towards embracing entrepreneurship as a venture below:

I can confirm to you that the emergence of the Covid-19 pandemic has affected graduate jobs. The increasing unemployment rate has been the order of the day since the emergence of the Covid-19 pandemic. As an individual, I think that students need to look beyond the consequence of Covid-19 and see how to help and develop themselves. For instance, before Covid-19, there were hardly any jobs, and now that we have Covid-19, it is clear that the few available jobs have gone extinct. It is high time we embrace and develop our mindset towards entrepreneurship for self-sustenance and the development of our country in general.

In addition, most of the respondents explain the inability of students to transform the disadvantage of Covid-19 into an advantage by developing their entrepreneurship mind through entrepreneurship education. One of the participants explained below:

I believe that students need to take up and embrace the opportunity that Covid-19 has thrown us to build our minds since there are non-existing jobs. The fact is that the Nigerian economy cannot revive itself soon from the pressure of Covid-19. Hence jobs will remain scarce as it is. We need to shift our focus from depending on jobs to creating jobs. We need to develop our entrepreneurship mind for this to be realistic.

The Nigerian government's role in managing the impact of the Covid-19 pandemic on the development of students' entrepreneurship mindset cannot be over-emphasized. For instance, the Nigerian government must come to terms with the identification of the threats of the Covid-19 pandemic on students learning process, especially entrepreneurship education, for a positive outlook. One of the respondents calls for the intervention of the Nigerian government through appropriate policies to ensure students' mindsets are developed towards entrepreneurship and, in turn, create social value through employment creation.

In my opinion, the government also has a role to play. The government must also know that the Covid-19 pandemic should be addressed in such a way that it will inspire a lot of benefits to the Nigerian youths. This should be done by putting appropriate measures in place to ensure students are given the right opportunity to flourish in their enterprise in this era of Covid-19 global pandemic.

5. Discussion of results

The prevalence of the Covid-19 pandemic has triggered a new research frontier for developing social entrepreneurship pedagogy through appropriate students' entrepreneurship mindset. This swing is followed by the necessity to highlight the importance of social entrepreneurship pedagogy as a tool for development. The narrative of students' entrepreneurship mindset development has been recurrently argued as a significant pathway for employment creation prospects (Okeke & Eme, 2014). The need for students to possess a strong understanding of entrepreneurship education with suitable pedagogy initiatives cannot be over-stretched. In other words, social entrepreneurship pedagogy is employed as a symbolic model to appreciate how students' mindsets can be developed in creating social values for economic growth and expansion.

From the results, the pedagogy of discussions, case studies, internships and seminars were identified as measures for students' entrepreneurship mindset; however, with little proof to sustain the claim as the primary pedagogical techniques employed in the transmission of social entrepreneurship education. These results explain the shortfall and declining state of the Nigerian universities where conventional pedagogy is not used in entrepreneurship education. Similarly, this description encapsulates the immense corruption being propagated in most Nigerian
universities and, by extension, the Nigerian ministry of education in their management of students' development (Alabi, Famakinwa & Ogunjimi, 2017). Regarding the effectiveness and suitability of course content and curriculum, results revealed that the university practice and usage of the vague and obsolete curriculum are issues promising poor students' entrepreneurship mindset. Accordingly, this finding mirrors the deplorable state of many Nigerian public universities, where outdated curricula and course guidelines are being used to transmit entrepreneurship education, portraying a departure from global standards. These findings corroborate existing studies (Kolawole & Ajila, 2015; Onuwa, 2016).

The findings also explain the poor administration and management of entrepreneurship education with a consequential impact on students' entrepreneurship mindset development. For instance, unpacked concerns include scarce material accessibility and resources for disseminating entrepreneurship education and little or non-existing entrepreneurship education department burdened with entrepreneurship education teachings. These conundrums constrict students' venture creation talents, among other enterprising skills (Wang, Hong & Gao, 2020; Zou, Huo & Li, 2020). With this in mind, it is crucial to emphasize that the Nigeria account is a perfect demonstration of a society whose developmental duties do not include the development of the students' populace through fitting social entrepreneurship pedagogy initiatives. This is enough to argue that the roles and responsibilities of the Nigerian government remain doubtful concerning the development of students' entrepreneurship mindset for economic growth in Nigeria. Priority in accessibility and effective use of pedagogy techniques are predicted to be low. Many discussions in the entrepreneurship literature have reported similar results (Osunde, 2016; Audretsch, Kuratko & Link, 2016). The impact of the Covid-19 pandemic on graduate jobs and downsizing across the sectors requires the development of students' entrepreneurship mindset for enterprise creation (Zou, Huo & Li, 2020). This is imperative to raise students with a self-employment mindset and aptitudes who can help put the Nigerian economy on the track to revitalization through involvement in various enterprising businesses and undertakings.

6. Conclusion and recommendations

The emphasis of this paper has been to understand the symbolic significance of social entrepreneurship pedagogy as a tool for students’ entrepreneurial mindset development in a Covid-19 pandemic epoch. The Nigerian model offers a rich laboratory for analyzing entrepreneurship education's implication in addressing the country's ascending graduate unemployment. The conversation of social entrepreneurship pedagogy has long remained an omitted treatise in the history of Nigeria's higher institution of learning curriculum and course content. It is crucial to argue that any committed government should realize the importance of social entrepreneurship pedagogy for developing students' entrepreneurship mindset. In line with this, the study concludes the significance of social entrepreneurship pedagogy as a development index employed by Nigerian universities. This agreement is essential to curb the increasing incidence of graduate unemployment by inspiring students’ entrepreneurship mindset and intentions. The novelty of the findings can be mirrored by the argument that students' entrepreneurial mindset cannot be developed except an urgent intervention is employed to transform the social entrepreneurship pedagogy and techniques for refined and robust students' entrepreneurial mindset experiences. The implication of this novelty is the need to have students with an entrepreneurial mindset and intention that can be employed to salvage the consequence of the Covid-19 pandemic on graduate jobs by creating employment through the application of social entrepreneurship pedagogy.

The curriculum and contents of entrepreneurship education in Nigeria must be revised to integrate practicability that dovetails with conventional pedagogy techniques. The study also deduces that with the ongoing wrecking impact of the COVID-19 pandemic on graduate jobs, the vital significance of developing students' entrepreneurship cannot be over-emphasized. Overall, the study recommends a more positive measure from the Nigeria Ministry of Education domain to introduce conventional social entrepreneurship
education as clout for developing students’ entrepreneurial mindset, competence and entrepreneurial skills. The policy insinuation can be uncovered from the considerable motivation of students into social venture creation for economic development to salvage the increasing rate of graduate jobs. The study's limitations include the challenge of access stemming from the university administrators. However, after several convictions, access was granted to conduct the study. In addition another limitation is the challenge of recruiting students for the study, as there was a national strike at the time this study was conducted. Similarly, a number of students were accessed to participate in the research.
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Abstract. Tax evasion causes a significant shortfall in revenues from the state budget in the Slovak Republic and the European Union. Therefore, the European Union states are looking for ways to detect tax evasion. The most common tax evasion occurs from value-added tax. It is not possible to eliminate tax evasion, but it is possible to effectively see tax evasion and fight against tax evasion through legislation as well as effective tax control. The article aims to point out illegal tax evasion in the area of value-added tax and to point out the fight against tax evasion. Methods of analysis and comparison were used in the research. The study was carried out based on data from the Financial Administration of the Slovak Republic, where the results of control activities were analyzed with a focus on value-added tax as well as the effectiveness of the control activities of individual tax authorities within the Slovak Republic. I drew attention to the most frequently occurring tax evasions of value-added tax. The continuation of the research will be the analysis of tax evasion in corporate income tax. These research results will be published in the following article.
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1. Introduction

In theory and practice, we know the concept of creative accounting. Some elements of the creative accounting of business entities are reflected in tax evasion. Tax evasion is a negative phenomenon in Slovakia and throughout the world (Terzic & Berger, 2020; Li et al., 2021; Ermasova, Haumann & Burke, 2021; Alstadsaeter et al., 2022). It is not entirely possible to eliminate tax evasion, but it is possible to reduce the incidence of tax evasion (Ngah, Ismail & Abd Hamid, 2021; Hungerman, 2022; Rashid et al., 2022; Hola, Zidkova, & Arltova, 2022; Mu, Fentaw, & Zhang, 2022; Slemrod & Velayudhan 2022).

* The paper is the output of a scientific project IGA “Taxation in the context of financial accounting” (Funder: VSEM IGA VSEM, i.e. School of Economics and Management)
To eliminate tax evasion, the control mechanism of the Financial Administration of the Slovak Republic through the tax and customs authorities is built.

2. Literature review

In the Slovak Republic, the primary indirect tax is value added tax. The abovementioned tax is regulated by Act No. 222/2004 Coll. on VAT as amended. In addition to domestic transactions, the mentioned tax applies to foreign commerce, which we call intra-Community supply and intra-Community acquisition of goods and services. In the case of these foreign transactions, there is scope for tax evasion. The Financial Administration of the Slovak Republic ensures the detection of VAT evasion through the control system. These and other findings are presented by the authors in their publications: Balko & Babčák et al. (2009); Beličková et al. (2010); Babčák (2012); Buráček (2016); Babčák (2018); Schultzová (2018); Babčák (2019).

Tax evasion exists in every country. Individual states individually create control systems that are aimed at detecting tax evasion. In practice, individual countries define control systems in tax and legal legislation. It is impossible to eliminate tax evasion; it is possible to maximize the fight against tax evasion. The following authors provide information about these facts: Natalizi (2020); Sacer & Żyznarska-Dworczak, (2020); Silva, Jorge & Rodrigues (2021); Tawiah & Gyapong (2021); Stewart & Connolly (2021); Wijekoon, Samkin & Sharma (2021);

Creating an effective control system brings individual countries an increase in the revenue part of the state budget, which is the goal of individual Financial Administrations in the world. The following authors wrote about this idea in their publications: Cachia (2017); Frinfrup, Schmidthuber & Hilgers (2020); Lombardi et al. (2020); Pavic (2020); Hellmann & Patel (2021); Roca (2021); Henrique et al. (2020); Miah et al. (2021).

3. Legislative control of business entities in the Slovak Republic and its content

Tax evasions are unwanted phenomena in the economy of the state. Therefore every state is looking for ways to eliminate them (Lincényi & Čársky, 2020; Wijekoon, Samkin & Sharma, 2021). One of the options for reducing tax evasion is tax control (Cachia, 2017). A tax audit is an essential act of tax proceedings. For tax purposes, it means a detailed examination of accounting cases and all documents necessary to determine tax liability in terms of plausibility, completeness and correctness (Balko & Babčák, 2009). Tax administrators have the right to carry out tax control (Beličková et al., 2010; Schultzová, et al. 2018). The fundamental rights and obligations of tax subjects and tax administrators, the course of tax control, appeal proceedings, and enforcement proceedings - are defined in Act no. 563/2009 Coll. tax code as amended (Buráček, 2016). Tax authorities' employees carry out institutional assurance of tax control within the Slovak Republic's Financial Administration. Financial administration in the Slovak Republic consists of the following institutions:

a) The Financial Directorate of the SR;

b) Tax offices (8 tax offices, one tax office for large tax entities, 39 tax office branches and 29 tax office contact points);

c) Customs offices (9 customs offices, 62 customs office branches and 18 customs office stations);


The Financial Directorate of the Slovak Republic is a budgetary organization connected to the state budget through the fiscal chapter of the Ministry. The mentioned institution is the employer of employees who work in the public interest at the Financial Directorate of the Slovak Republic, tax authorities, customs authorities and the Criminal Office of the Financial Administration. The employees of these institutions have the status of state employees, whose service office is the Financial Directorate of the Slovak Republic.
The Financial Directorate of the Slovak Republic fulfils the following tasks:
- manages and controls tax offices, customs offices and the Criminal Financial Administration Office;
- develops a concept for the development of financial management following the strategy for the development of financial management;
- ensures the uniform application of special regulations and international agreements by which the Slovak Republic is bound by financial administration in the area of taxes, fees and customs and proposes their changes;
- informs persons about their rights and obligations in matters of taxes and fees and their rights and obligations according to a special regulation;
- advises municipalities in matters of taxes and local fees that they administer, in cases of tax administration and of a particular rule, and higher territorial units on tax issues that they can impose according to a special regulation;
- decides on appeals against the decisions of the tax authorities, customs authorities and the Criminal Financial Administration Office and examines their findings outside the appeal procedure;
- ensures and implements mutual international assistance and cooperation in tax administration and in the recovery of specific financial claims following the international agreement to which the Slovak Republic is bound and a special regulation based on the authorization of the Ministry of Finance of the Slovak Republic;
- ensures and implements mutual international assistance and cooperation in the performance of customs supervision and tax supervision under the international treaty to which the Slovak Republic is bound and special regulations.

The tax office section of the financial administration is a progressive organization connected to the budget of the financial directorate. Among other functions, tax authorities perform the following:
- perform tax administration;
- make decisions in administrative proceedings;
- control the collection and payment of administrative fees, which are revenue of the state budget, return administrative fees paid with stamps, impose fines and recover administrative expenses, which are revenue of the state budget, and transfer the total amount of administrative fees remitted by other administrative bodies to the state budget;
- return court fees based on the decision of the court or the state court administration body, cover the total amount of court fees paid by the courts to the state budget;
- inform tax subjects about their rights and obligations in matters of taxes and special regulations - notify law enforcement authorities of criminal offences in connection with violations of special rules; informs the financial directorate about these suspicions.

A schematic view of the main functions of the Slovak tax authorities is presented in Figure 1 below.

![Figure 1. A schematic view of the main functions of the Slovak tax authorities](www.finance.gov.sk/lfp)

The customs office section of the financial administration supervises compliance with laws, special regulations, other generally binding legal regulations and international agreements, which ensure the implementation of trade policy, financial policy and agricultural policy in the circulation of goods in contact with third countries and on the internal market if they so stipulate special regulations and takes measures to prevent illegal actions during the
import, export and transit of goods. The customs section of the Financial Administration also supervises compliance with particular regulations (e.g. laws on individual excise taxes). In addition to these activities, customs authorities perform the following tasks:
- ensure cooperation in a defined area with state administration bodies in the performance of tasks according to special regulations,
- Search for persons who have violated tax regulations or customs regulations, detect and prevent violations of tax regulations or customs regulations, perform tasks in the prevention, official detection and suppression of violations of customs regulations,
- they ensure the safety of the transportation of seized goods; they escort charged or paraded persons suspected of committing a crime,
- they provide cooperation to the Žilina Customs Office in verifying the fulfilment of the conditions for granting the status of an approved economic entity according to a special regulation,
- they inform the European Commission to the extent and under the requirements established by a particular statute in matters falling within its competence.

Figure 2 summarizes the main functions of customs offices.

![Figure 2. Schematic view of the main functions of the customs offices of the Slovak Republic](source: Ministry of Finance of the Slovak Republic [www.finance.gov.sk/lfp](http://www.finance.gov.sk/lfp))

The Criminal Office of Financial Administration is an advance payment organization connected to the budget of the Financial Directorate with its seat in Bratislava. The Criminal Office of Financial Administration exercises its jurisdiction over the entire territory of the Slovak Republic. This institution fulfils the following tasks:
- searches for persons who have violated tax regulations or customs regulations, detects and prevents violations of tax regulations or customs regulations, performs duties in the prevention, official investigation and suppression of violations of customs regulations,
- ensures the safety of transportation of seized goods, escorts seized or paraded persons suspected of committing a crime,
- provides cooperation to the Žilina Customs Office in verifying the fulfilment of the conditions for granting the status of an approved economic entity according to a special regulation,
- informs the European Commission to the extent and under the requirements established by a particular rule in matters falling within its competence.
The primary mission of the Financial Administration of the Slovak Republic is to ensure the uniform collection of taxes and duties in the total amount of the claim of the Slovak Republic and the EU, to ensure the protection of fiscal interests, trade policy measures and security interests of the state and the EU. The Financial Administration of the Slovak Republic fulfils the tasks that arise from the relevant legislation, especially in ensuring compliance with tax and customs regulations and preventing their violations, in the area of direct taxes and fees according to special regulations, in the supervision of compliance with generally binding legal rules, EU regulations and international contracts that ensure the implementation of tax policy, customs policy. The most important task of the Financial Administration of the Slovak Republic is to provide the performance of tax audits. With this function, it fights against illegal tax evasion. Tax evasion represents an undesirable situation for the state and the state budget. According to information from the Financial Policy Institute of the Slovak Ministry of Finance in the Slovak Republic, the estimated loss of VAT revenue reached 2.3 billion Eur. This information shows that the most extensive tax evasions are in the Slovak Republic on value-added tax. Value added tax belongs to indirect taxes (consumption tax). The taxpayer pays indirect taxes, that is, the burden primarily on the final consumer because they form part of the realization price of taxable services.

4. Value added tax - a key tax in the Slovak tax system.

In the Slovak Republic, the VAT area is governed by Act No. 222/2004 Coll. on VAT, as amended.

a) The mentioned legal norm in § 4 defines when the accounting units must be the payers of this tax. Mandatory registration as a VAT payer is referred to when the taxable person has reached the statutory turnover. The statutory amount of turnover for compulsory registration is 49,790 Euros for a maximum of 12 previous consecutive calendar months. In the case of reaching this turnover, the taxable person is obliged to apply for registration as a VAT payer to the relevant tax office no later than the 20th day of the month following the month in which he exceeded the statutory turnover. As a payer, he becomes a taxpayer on the day specified in the registration certificate.

b) Legal registration occurs when a natural or legal person acquires a business or a part of it from a taxpayer, for example, based on bankruptcy, and is not yet a value-added taxpayer. In this case, the acquirer of the property or its part becomes a taxpayer by law from the business's acquisition date or its organizational component. Of course, the property's new acquirer must inform the tax office about this fact within ten days.

c) Voluntary registration - a natural or legal person can apply for registration even if he has not reached the statutory turnover. In this case, it is a voluntary registration.

Regardless of whether it is mandatory, statutory or voluntary registration, the proof of registration of a taxable person is a registration certificate issued by the tax authority, in which the tax administrator assigns the taxpayer an identification number for value-added tax.

The identification number for value added tax is not only a certain administrative requirement, i.e. the registered entity is obliged to indicate it on all documents issued by it, but it also serves as "information" for the customer - the payer, that the goods are taken from the taxpayer and can deduct the input tax applied to him. The VAT identification number also plays an essential role in acquiring goods from another member state when the acquirer of the goods in the country is obliged to prove himself with the assigned identification number. Only in that case can a supplier from another member state supply him with tax-free goods. The acquirer then taxes these goods with a domestic value-added tax.

The member state assigns the business entity an identification number for value-added tax, which contains a specified number of numbers and characters. This number begins with a prefix indicating the relevant member state in which the entity's VAT identification number was assigned (see T).
Table 1. National codes of tax identification numbers of EU states

<table>
<thead>
<tr>
<th>EU state</th>
<th>Code</th>
<th>EU state</th>
<th>Code</th>
<th>EU state</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>BE</td>
<td>Netherlands</td>
<td>NL</td>
<td>Austria</td>
<td>AT</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>BG</td>
<td>Ireland</td>
<td>IE</td>
<td>Romania</td>
<td>RO</td>
</tr>
<tr>
<td>Cyprus</td>
<td>CY</td>
<td>Lithuania</td>
<td>LT</td>
<td>Slovakia</td>
<td>SK</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>CZ</td>
<td>Latvia</td>
<td>LV</td>
<td>Slovenia</td>
<td>SI</td>
</tr>
<tr>
<td>Denmark</td>
<td>DK</td>
<td>Luxembourg</td>
<td>LU</td>
<td>Spain</td>
<td>SE</td>
</tr>
<tr>
<td>Estonia</td>
<td>EE</td>
<td>Hungary</td>
<td>HU</td>
<td>Sweden</td>
<td>SE</td>
</tr>
<tr>
<td>Finland</td>
<td>FI</td>
<td>Malta</td>
<td>MT</td>
<td>Italy</td>
<td>IT</td>
</tr>
<tr>
<td>France</td>
<td>FR</td>
<td>Germany</td>
<td>DE</td>
<td>Northern Ireland</td>
<td>XI</td>
</tr>
<tr>
<td>Greece</td>
<td>EL</td>
<td>Poland</td>
<td>PL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Croatia</td>
<td>HR</td>
<td>Portugal</td>
<td>PT</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: European Commission [https://ec.europa.eu/taxation_customs/vies/](https://ec.europa.eu/taxation_customs/vies/)

As part of international cooperation with EU countries, the Financial Administration of the Slovak Republic operates the VIES system, which is an electronic tool for checking the validity of the VAT number of economic entities registered in the European Union for cross-border transactions related to goods or services. It is possible to verify the VAT number of a VAT payer in another member state (Northern Ireland) via the VIES web service; this request is sent via a secure connection to the relevant national database, where it is checked whether the given number is entered in the database as a value-added tax identification number. If so, "Valid" will be displayed. If so, "Invalid" will be displayed.

Depending on national data protection laws, some Member States (Northern Ireland) may also publish the name and address associated with the relevant VAT identification number in the format they are recorded in national databases.

A registered VAT payer maintains:
- records of taxable transactions made and received,
- submits a tax return on his behalf,
- in the control report, he provides data for his performed and received taxable services
- in the summary report provides data on cross-border deliveries of goods and services
- issues an invoice upon delivery of goods or services.

Table 2 contains the development of the number of VAT payers in Slovakia.

Table 2. Development of the number of VAT payers

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of registered VAT payers</th>
</tr>
</thead>
<tbody>
<tr>
<td>2021</td>
<td>249,967</td>
</tr>
<tr>
<td>2020</td>
<td>243,762</td>
</tr>
<tr>
<td>2019</td>
<td>232,703</td>
</tr>
</tbody>
</table>

Source: Annual report of the Financial Administration of the Slovak Republic

Because business entities carry out business activities not only within Slovakia but also outside the territory of the Slovak Republic, there is room for illegal tax evasion. Tax evasion is defined as an unlawful measure in which the tax liability is concealed or ignored, i.e. the taxpayer pays less tax than he is required to pay by law by hiding income or information from the tax authorities (Babčák, 2018). Law no. 222/2004 Coll., on VAT valid in the Slovak Republic was amended several times; the current events of foreign business activities were addressed in the amendments to the laws; despite this, there is still room for the emergence of illegal transactions. That's why the Financial Administration of the Slovak Republic also focused on the detection of tax evasion in the area of VAT as part of its control activities.
5. Analysis of the detection of VAT tax evasion through the control activities of the Financial Administration of the Slovak Republic

The Financial Administration of the Slovak Republic secures the income part of the state budget through the control activity of direct and indirect taxes. The control activity of the financial administration is carried out with the focus of detecting tax evasion from tax controls of the value-added tax. Table 3 contains a numerical expression of VAT evasion detection and a comparison of the period 03/2022 with the period 03/2021.

Table 3. The numerical expression of detection of tax evasion from VAT tax audits

<table>
<thead>
<tr>
<th>Tax Office</th>
<th>The volume of findings from Tax Audits as of 03/2022</th>
<th>The volume of findings from Tax Audits as of 03/2021</th>
<th>Index 2022/2021</th>
<th>Difference between 2022-2021</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bratislava</td>
<td>7 799 732 €</td>
<td>7 453 276 €</td>
<td>1,05</td>
<td>346 456 €</td>
</tr>
<tr>
<td>Trnava</td>
<td>16 887 849 €</td>
<td>8 243 885 €</td>
<td>2,05</td>
<td>8 643 964 €</td>
</tr>
<tr>
<td>Trenčín</td>
<td>6 958 748 €</td>
<td>5 015 043 €</td>
<td>1,39</td>
<td>1 943 705 €</td>
</tr>
<tr>
<td>Nitra</td>
<td>9 434 160 €</td>
<td>13 380 496 €</td>
<td>0,71</td>
<td>-3 946 336 €</td>
</tr>
<tr>
<td>Žilina</td>
<td>9 607 698 €</td>
<td>10 032 437 €</td>
<td>0,96</td>
<td>-424 739 €</td>
</tr>
<tr>
<td>Banská Bystrica</td>
<td>6 729 832 €</td>
<td>14 753 859 €</td>
<td>0,46</td>
<td>-8 024 027 €</td>
</tr>
<tr>
<td>Prešov</td>
<td>8 802 318 €</td>
<td>3 153 377 €</td>
<td>2,79</td>
<td>5 648 941 €</td>
</tr>
<tr>
<td>Košice</td>
<td>5 757 521 €</td>
<td>8 690 751 €</td>
<td>0,66</td>
<td>-2 933 230 €</td>
</tr>
<tr>
<td>Office for large economic entities</td>
<td>5 098 309 €</td>
<td>7 115 374 €</td>
<td>0,72</td>
<td>-2 017 065 €</td>
</tr>
<tr>
<td><strong>Together</strong></td>
<td><strong>77 076 168 €</strong></td>
<td><strong>77 838 498 €</strong></td>
<td><strong>0,99</strong></td>
<td><strong>-762 330 €</strong></td>
</tr>
</tbody>
</table>

Source: Financial Directorate of the Slovak Republic

Table 3 shows a decrease in the detection of tax evasion for 762,330 euros. An incorrect selection of subjects causes the mentioned decrease. This conclusion is also proved by Table 4, which contains the number of inspections carried out and the effectiveness of VAT inspection activities.

Table 4. Overview of performed VAT controls by tax authorities and the effectiveness of controls

<table>
<thead>
<tr>
<th>Tax Office</th>
<th>Number of Tax Audits</th>
<th>of which the number of controls where VAT tax evasion was detected</th>
<th>Effectiveness of VAT controls in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bratislava</td>
<td>322</td>
<td>218</td>
<td>67,7%</td>
</tr>
<tr>
<td>Trnava</td>
<td>172</td>
<td>131</td>
<td>76,2%</td>
</tr>
<tr>
<td>Trenčín</td>
<td>120</td>
<td>83</td>
<td>69,2%</td>
</tr>
<tr>
<td>Nitra</td>
<td>158</td>
<td>120</td>
<td>75,9%</td>
</tr>
<tr>
<td>Žilina</td>
<td>150</td>
<td>95</td>
<td>63,3%</td>
</tr>
<tr>
<td>Banská Bystrica</td>
<td>136</td>
<td>99</td>
<td>72,8%</td>
</tr>
<tr>
<td>Prešov</td>
<td>140</td>
<td>99</td>
<td>70,7%</td>
</tr>
<tr>
<td>Košice</td>
<td>156</td>
<td>123</td>
<td>78,8%</td>
</tr>
<tr>
<td>Office for large economic entities</td>
<td>25</td>
<td>13</td>
<td>52,0%</td>
</tr>
<tr>
<td><strong>Together</strong></td>
<td><strong>1 379</strong></td>
<td><strong>981</strong></td>
<td><strong>71,1%</strong></td>
</tr>
</tbody>
</table>

Source: Financial Directorate of the Slovak Republic

Table 4 shows a 71.1% overall effectiveness of tax controls in detecting VAT evasion.
VAT evasion from the point of view of keeping the accounting agenda:
- Delivery of goods and services according to Sections 8 and 9 of Act No. 222/2004 Coll. o VAT (output tax)
  1. Failure to issue tax documents (invoices and documents from the electronic cash register) means that the accounting unit provided services or delivered goods, and the income is not registered in the accounting records. The stated tax evasion is the non-declaration of VAT and income tax reduction.
  2. We are amending data on the number of taxable payments in the tax period on accounting documents.
  3. Deliberate non-payment of tax resulting from the submitted tax return (the reason may be secondary insolvency).
  4. Chain fraud occurs when the tax liability is shifted to more and more entities through targeted re-invoicing. At the same time, different tax periods are used, or a missing trader is also involved in the chain.
- Tax deduction (input tax)
  1. Registration of documents for fictitious taxable transactions enabling tax deduction. In some cases, business entities buy or sell such records among themselves.
  2. Duplicate tax deduction from the same document (in practice, mainly from ERP documents, as these documents enter the summary statement in one amount if the VAT for one business partner does not exceed EUR 3,000).
  3. Multiple deductions of tax on the same goods by different taxable persons.
  4. It is deducting tax from goods and services that are the subject of personal consumption by a business entity.

VAT evasion in Intra-Community trade

With the entry of the Slovak Republic into the European Union, the supply of goods and services between the Slovak Republic and the other EU member states is no longer referred to by the terms import and export but by the terms intra-community supply and intra-community acquisition of goods and services. Intra-Community delivery is exempt from VAT, but the right to deduction arises when VAT is paid. The basic premise of intra-Community trade for VAT purposes is that both the supplier and the customer are persons registered for VAT in different states of the European Union, and the goods are transported from one EU member state to another. As part of the financial administration internet portal, there is a VIES system through which it is possible to check online whether a business partner is or has been a VAT payer in individual EU member states.

The following tax evasions arise in connection with intra-Community trade:
  1. Non-declaration of VAT on received services from providers from another EU member state in cases where tax liability arises from the received service.
  2. Stores with used goods imported from another EU member state.
  3. Business of foreign business entities on the territory of the Slovak Republic without VAT registration and its subsequent failure to remit VAT to the budget of the Slovak Republic.
  4. Fictitious delivery of goods by a domestic taxable person to another EU member state and the related exemption from VAT. The sale is made domestically, and the tax is not remitted to the state budget. 5. Carousel frauds, which make up the largest share of the volume of VAT evasion. The main idea of these frauds is that a business company registered as a VAT payer concludes an actual or fictitious business
with a payer in another EU country and, according to individual rules, does not have to pay tax when delivering goods from another member state.

5. The main signs of carousel scams are:
- a large number of mutually trading companies connected by property or personnel;
- a large number of companies united by property or personnel with their headquarters at the same address;
- unusual business operations;
- unreasonable manipulation of the price of goods, free shipping, accessible storage of goods, etc.;
- multiple business transactions with the same goods or in similar amounts;
- long-term low tax liability or frequent excessive VAT deductions;
- trading focused on a particular type of commodity with a high value;
- although the company declares large turnovers, it has only minimal or no assets or employees recorded in the accounts;
- sale, or company transfers to foreign owners or suspicious persons;
- missing accounting documents on business items.

Leaks from relations with third countries (import/export)

Third countries are not in the territory of the European Union, while the relevant regulations regulate the import and export conditions concerning them. When doing business with third countries, the following tax evasions may arise:
- illegal import of goods and their subsequent sale in the country without declaration and payment of VAT;
- legal importation of goods should subsequently be delivered to another EU member state under the VAT exemption regime while the delivery does not occur. Later, the sale is carried out in the country unofficially, and the tax is ultimately not remitted to the state budget. In practice, these are often excise goods;
- fictitious export of goods and the related application of excessive VAT deduction.

Final evaluation and recommendations

As part of the research project, based on the performed analysis, we found the following facts:
- The effectiveness of tax controls in the area of VAT is 71.1% - the stated percentage is low,
- Law no. 222/2004 Coll. About VAT is legislative, which is amended very often (4-5 times a year)
- A low number of inspectors and high turnover of employees performing VAT inspection.

These facts resulted in the following recommendations:
- Better selection of tax subjects for inspection. I propose increasing the efficiency of selecting topics for tax inspection. For example, to draw attention to the field of construction, where the many VAT evasion occurs. - Ensure the stability of the legislation governing VAT
- Increase the number of inspectors and strengthen control activities in value-added tax. In the case of VAT, the most significant tax evasions occur in Slovakia and within the European Union.
- I recommend making the information from the audit reports available to all auditors, not just those belonging to the top management of the financial administration. This decision would improve and simplify the selection of tax entities for inspection.
- Re-introduction of the payment of security for newly registered value-added taxpayers.
- Introduction of liability for value-added tax - the payer to whom goods or services are or are to be delivered in the country is liable for value-added tax.
In conclusion, it can be said that the stability of VAT legislation and established control mechanisms ensure adequate detection of tax evasion, which provides the revenue part of the state budget. The legislative process that governs VAT is changing, as it is a tax that will affect international transactions of business entities.
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Abstract. After the COVID-19, the search for innovative organizational and occupational change are essential to the achievement of sustainable health and economic targets. Instead, to fight the pandemic, one of the remedies is precisely to isolate one's own. The treatment for the most serious infections is treated in hospital, with working hours and emotional loads, not previously known by doctors and nurses. The study's aim is to examine the various expectations and profiles of doctors and nurses during a pandemic. The study's aim is to identify, using a regression analysis, the elements that both concerned health workers and those who assisted in supporting and overcoming this extended crisis. The data analysis highlights the strategic significance of the organization in the sector, specifically in respect to structures and services. In the context of the complex health organization, the conclusions suggest possible activities to be performed in order to execute an organizational change.
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1. Introduction

More than half of the world's population has been in isolation and 90 countries that are preparing for re-start phase but, social distancing is a rule to which it is not possible to transgress, if we do not observe this rule the contagion can restart quickly and cause damage above phase 2, 3 and 4. Italy, after China, was the first country in Europe to be under pressure for COVID-19. Communities has been isolated and slowly need to recover, avoiding a new
epidemiological health contagion. At macro level, all countries are very vulnerable to the COVID-19 pandemic, in part because of the lack of international support to achieve health and economic sustainability targets (Strielkowski et al., 2021). Yet the mounting financial burden, not only in developing countries, but also in Europe, in South Europe, several European Member States is facing the COVID-19 health crisis with high government debt and high interest payments. The legacy of the past has a negative impact on the management of the current crisis and affects the future prospects of the Countries. The search for innovative organizational and occupational change are essential to the achievement of sustainable health and economic targets (Lorincová et al., 2020; Mashhady et al., 2021). This involves developing affordable policies that make immediate progress on a number of issues and harmonizing economic incentives for long-term action. At micro level, within work groups, i.e. doctors and nurses, there have been, large changes in terms of job type, accumulated stress, expectation placed on doctors and nurses by all citizens. In the doctors and nurses jobs, there have been changes and within the hospital are initiating new relation and changing at work, between these two professional figures. Numerous studies and research have been conducted on COVID-19, with a focus on health and managerial issues (Taburchak, et al., 2021; Mikołajczak, 2021; Kopencova et al., 2021). During the pandemic, these two issues have a strong relationship as the theme of monitoring and social distancing has changed both social and job rules. Isolation is a mode that, until COVID-19, was envisioned, for example, as punishment for those who broke the law or a choice to understand because it is far from a common lifestyle. Instead, to fight the pandemic, one of the remedies is precisely to isolate one's own, to deprive one of the social and economic connections. At the same time, the treatment for the most serious infections is treated in hospital, intensive care, with working hours and emotional loads, not previously known by doctors and nurses. The reliance on information technology only fully solves this problem because in areas afflicted by the digital divide (Iqbal & Ahmad, 2022; Khan et al., 2022) as opposed to digital age, this solution also presents its difficulties and weaknesses. The presence of the digital divide also determines difficulties to implement geographic information system pandemic time. It is evident that in this case, smart hospital (SH) and digital platforms (Marino & Pariso, 2021c; Burinskas & Tvaronavičienė, 2021), as an information system implementation represents an important but unrealized domain. During this coronavirus period, the communication (Sanders et al., 2020) with support of information technologies is a strategic resource. These weaknesses are also present from a health care assistance point of view, with tensions that are developing global risk in times of coronavirus (Marino & Pariso, 2021; Nevskaya, N.A., 2021). Here too, the World Health Organization (2020) and the pandemic policy highlight at macro level, the weakness of different national governments and at micro level the changes emerging as profiles in health professionalism (Di Martino et al., 2020; Keakde & Muddana, 2022; Bhamare et al., 2019). Linked to this debate, but, a different World Health Organization point of view, highlight the political approach in coronavirus, time. This debate, take into account not only both, social and economic approach, but highlight a long term question related to health as a universal value. Furthermore, the Coronavirus, in terms of relations between people, propose a different model of development (Jašková, 2019; Okunola & Fakunle, 2021, Marino & Pariso, 2022; Chakhvadze, 2022, Grenčíková et al, 2020), in which the structured inequalities are emerging more than in the past. At this stage of the debate, it may be worth considering the possibility of rethinking health in terms of social, economic and institutional rules and objectives. These multipurpose is summarized in strengthen public health. At the micro level it is important, in order to carry out this action, to understand the following research question (RQ): what are the elaborations, of both doctors and nurses during the period of the pandemic, in relation to their work? The absence of this assessment risks not achieving the declared objective: to strengthen the public health and public choice system. The research we present in the paper develops in this logic. COVID has certainly modified the medical and nursing staff, how has the vision of their profession changed? This is the research question that the paper intend to answer at a stage in which dialogue with staff is possible, thanks to the success of vaccines and the decrease in ICU admissions and people who have died from the pandemic in Europe. The exit strategy is complicated; without involve the hospital staffs, including the Italian one. The sustainability of declaration that we must live with the virus is possible only understanding how medical work has changed. The relevant information is still insufficient to define active monitoring programs by medical personnel. There are cognitive limits to the phenomenon. Therefore, it is necessary to implement statistical tools for evaluating and predicting the
effectiveness of the monitoring activities of the changes taking place. These elements, job changes of both doctors and nurses, and assessments of it, are of primary importance for directing decision-making and making the best use of available resources (Marino & Pariso, 2021b). It is essential to develop sampling methods applied to monitoring these elements. The evaluation of the Italian Government is to start with active surveillance, not only of the virus but also the changes in public health professionalism. This concept may be summarized, as "surveillance is the systematic collection, storage, analysis and interpretation of data, followed by a dissemination of information to all the people who provided it and to those who must decide to undertake any interventions" (WHO, 2019). Active surveillance is identified as information for action. The information for action support organizational changes. In this context the National Health System, (NHS), play a strategic role in terms of information, active surveillance and healthcare. Italian health workers are the focal point of these three strategic targets. These targets, in pandemic time, may be realized with adequate skills, competencies and technologies. Italian health workers displays possible experimentation but also, bottlenecks and opportunity. The doctors and nurses is one of it and is considered by Italian Government as a strategic organizational asset related to exit of the pandemic time. The topic at international level, is focused from the same point of view, in relation to the technological potentiality and its adoption. From economic point of view, underline the strategic importance linked to doctors and nurses rules. These analyses should be integrated with doctors and nurses point of views. The Italian health workers offers an ample chance for experimentation. The research focuses on doctors and nurses of Italian hospitals. Its strength is linked to the richness of cultural assets of the country in medical fields, but also to the organizational bottlenecks and the high incidence of political decision, makers constitute the sector’s negative features. After the introduction, section 2 displays literature review, section 3 results, discussion are in section 4, before conclusion in section 5. The paper is suitable for both the researcher and the operator interested in the study of the doctor and nurses profiles in and out the pandemic time.

2. Literature review

In the last European report linked to health sector (EU 2020) there are interesting evaluations and projections relating to the public sector, both on the technological and organizational side, with quantitative and qualitative elaborations but, the evaluation of what are the possible paths of public health workers in hospital in the post Covid phase in Europe is completely absent. This reflection opens the review of the literature because it highlights the need to deepen the issues related to health personnel working in hospitals. On the one hand, technological issues are summarized in a definition of the term “smart hospitals” may thus be: “A smart hospital is a hospital that relies on optimized and automated processes built on an ICT environment of interconnected assets, particularly based on Internet of things (IoT), to improve existing patient care procedures and introduce new capabilities” (Enisa, 2016, p. 9). On the other, efficient healthcare as well as an organized flow of patients, is able to reduce waiting times and the duration of hospital stays, thus also increasing revenues and the degree of patient satisfaction (Jankelová & Joniaková, 2021). The digital platforms in pandemic time (Marino & Pariso, 2021a; Marino et al., 2022a) can, also be implemented to identify, analyze and resolve the bottlenecks that could arise, thus contributing to the achievement of an efficient healthcare and patient flow in pandemic time. This stream of research is certainly important but not sufficient to understand how changing health workers are in pandemic time. It is strategic to investigate doctor and nurse roles and behaviors. It is interesting to note that there are numerous study linked to the topic but to the single Country. It is difficult to find comparative studies on the subject. It is probable that given the phenomenon still underway, albeit mitigated, it is difficult to propose comparative studies and perhaps it is more useful to deepen the study in individual countries to understand which are the common variables in individual countries and then evaluate the comparison between countries. The availability of information at all stages from the date of entry to the exit and future checks is, in the hospital, managed by ICT. The optimization of acceptance, planning and other processes will result in a significant reduction, if not total elimination, of interruptions in the flow of patient management. This approach has been widely implemented in pandemic time. In this approach, beyond technologies, doctors and nurses are also two other strategic pillars for the functioning of a smart hospital. It is useful to remember that doctors and nurses have
been stressed for over 18 months to ensure the necessary care. Some hospitals, such as intensive care, are the
trenches in which health personnel work (Capone et al., 2020). It is interesting to note, however, that the changes
related to how health professionals understand their work, expectations, are not within the technology or the
technologies they use. How they understand the work, and the expectations? Starting from these assumptions, or,
if the care and assistance in the long-term work stresses the health workers. How are the expectations of these
figures changing? In the following paragraphs, we focus our attention on Italy. The Italy is one of first European
countries (Gavurová et al., 2021, Leonov et al., 2021) to entry in pandemic phase with numerous deaths, hospitals
and health personnel involved with numerous deaths even among hospital staff. Some geographical areas of Italy
were particularly affected but at the same time Italy was one of the first European countries to have emerged from
the pandemic phase.

2.1 Italian health policy
A competitiveness-enhancing reform should be based on professional skills, management capabilities and
technological needs to be implemented but the process is still ongoing. Italian health workers, can be a driving
force for to manage of the Italian hospital. As expanding sector, health, is a traditional economic activity and
enhances cultural specificities, offering people new opportunities for employment. Moreover, numerous
studies have shown that a timely analysis may be supportive to overcoming obstacles. Motivational factors and fitting in
a group, working organization are essential as congruence between the functionality of services and
organizational outcomes. Furthermore, following this research stream, knowing how and why to motivate
employees is an important managerial skill. Furthermore, policy is strategic in order to formulate an integrated
care and regulatory framework for the sustainable development of national health and health workers. Health
system performance, is also an important element. Moreover, investment in information technology linked to
health technology assessment. The organizational level, is not expressly addressed by the constitutional law, but is
indirectly effected though the constitutional specification of the State’s exclusive competence over civil law and
social welfare, the State and the regions’ concurrent jurisdiction over workplace safety and the professions. The
regions regulate the organization and staff. All these organizational leverage may represent strategic tools for
managing change. The limits upon regional power are not very clear, and the Constitutional Court has not
provided uniform guidelines. Some decisions hold that the legal and economic status of health workers is the
residual competence of the regions. Thus, in the exercise of this competence, the regions may even enact norms
that are different from the national ones.

2.2 Italian health workers
The Italian National Health Service, was established in 1978 to grant universal access to a uniform level of care
throughout Italy, free at the point of use, financed by general taxation. Beyond this, Italy’s 20 regions are
responsible for the actual planning and delivery of services. In recent years, 2018 - 2020, however, many regional
health budgets ran into substantial deficit, leading to central authorities to imposing Recovery Plans on ten of
them, of which eight are ongoing. These plans signaled the introduction of a dominant new player in national
health care policy – the Ministry of Finance. Although the Ministry of Health maintained its role in ensuring that
essential levels of care were provided at regional level, the Ministry of Finance became actively involved in
designing and approving health care delivery. A large extent, then, the focus of this abrupt resumption of central
control was financial and quality of care, risked becoming secondary. Many Italian health workers have had
experienced a long stress related to performance but also to staff shortages due to lack of staff turnover. This
absence of turnover has favored the aging of the staff with the possibility of withstanding short-term peaks of care
and concentrated over time, the opposite of what happened in the pandemic period: long-term and continuous
peaks of care over time. The Italian health workers are not the result of the simple addition of the performance, of
single units. On the contrary, it depends on the relationship, which exists among all units, and the decisions linked
to it, among the different targets and between these and the organizational and managerial actions. Starting from
this assumption means to consider the expectations of doctors and nurses in the 20 Italian regions. In this context,
(Italian health policy and Italian health workers) Italian health workers will be investigated. Although we are in
disjointed interests between administrative, organizational and managerial aspects health workers have responded to the pandemic with competence and quality ensuring the provision of emergency services related to the pandemic. This is an Italian peculiarity, the lack of clarity of the employment relationship even if public and the guarantee of the quality of the service, which can influence the choices of health personnel. Understanding what the implications are in this context for healthcare workers can initiate a broader path of accumulation knowledge also for the literature review related to the topic. Following this literature review the research question (RQ) highlight that, (H1): COVID has certainly modified the medical and nursing staff, but, how has the vision of their profession changed?

3. Methodology

A quantitative approach will be developed in order to answer the research question: Covid has certainly modified the medical and nursing staff, how has the vision of their profession changed?

3.1 Dependent variable

Starting from characteristics of doctors and nurses work’ the performance has been measured. The performance has been divided in three categories: quality, time and cost performances. Each category involves indicators expressed by observable variables. The quality performance and the time performance are composed by observables variables that take into account the health workers expectation during pandemic time. Instead the cost performance is composed by internal organizational variables. Quality performance analyzes how the health services are provided and the perception of health workers. The variables “Age of each doctors and nurses”, “Percentage of free time”, “quality of relationships with other colleague’s”, “Workers friendliness” and “Info possibilities” are basic variables and assess the quality performance in terms of service and perception. “Time performance” expresses the quality of expectations in relation to its timing. The four variables, involved in this category, evaluating the averages of “length of service”, “frequency of deaths treated”, “shared information” and “system speed to support workers” are able to explain the degree of stress experienced by health workers. The category of “Cost Performance” involves internal variables of the organization aimed to the efficiency and effectiveness of the costs. The costs of cost of health personnel, cost of adopting technologies and cost of maintaining technologies are variables attributable to the efficiency in sense that measure the provider’s ability to deliver service outputs within the limits of service inputs. A normalization (Singh & Singh, 2020) was performed for each index using the min-max method, which consists of a linear projection of each index on a scale from 0 to 10:

\[
    z = \frac{x - \min(x)}{\max(x) - \min(x)}
\]

The beginning of the hypothesis test leads us to verify the existence of a linear relationship between all single indicators are standardized on a 0 to 10 scale (10 denoting the best performance). The three indices quality, cost and time, creating a general performance index, are created by equally weighting the components of each dimension with a linear regression model: (Figure 1)
Where $Y$ is dependent variable and $X_1, X_2, \ldots, X_p$ are independent variables. The statistical link implied by the model is not symmetrical. It is the independent variables that fix the dependent variable and not vice versa. The model is statistically validated using the Pearson coefficient ($r$) to assess the existence of the linear correlation between the variable:

$$r = \frac{\text{Cov}_{XY}}{s_x s_y}$$

The collected data were statistically analyzed using the Statistical Package for the Social Sciences (SPSS) version 24.0. The data were collected at the end of June.

### 3.2 Independent variable

Starting from 20 privileged witnesses, the regional health councilors of the 20 Italian regions that make up the sector at legal, administrative and organizational level. On the basis of these 20 interviews, February - June 2022, has been elaborated a questionnaire, the same for doctors and nurses even if they were administered individually and separately for the 1600 interviewed, utilizing the follow topics:

#### Table 1. Questionnaire variables

<table>
<thead>
<tr>
<th>Social variables and personal data</th>
<th>Surname</th>
<th>First Name</th>
<th>Age</th>
<th>Sex</th>
<th>Degree</th>
<th>Years in the sector</th>
<th>Years in the organization</th>
<th>Marital status; (Married? How many children?)</th>
<th>Previous work experience</th>
<th>If Yes (Which sector? How many years? Which role?)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tangible Resource Assessment</td>
<td>Check of resources</td>
<td>Health method applying during pandemic time</td>
<td>The utility of diagnosis to prevent the Covid-19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Intangible Resource Assessment

<table>
<thead>
<tr>
<th>The importance of analysis carried out, of your internal competences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method applying.</td>
</tr>
<tr>
<td>Widespread skills in your organization.</td>
</tr>
<tr>
<td>Evaluate the organizational process during pandemic time.</td>
</tr>
<tr>
<td>Implemented processes to reengineer the organizational process in the last five months.</td>
</tr>
<tr>
<td>(If yes) new balance between the organizational units.</td>
</tr>
<tr>
<td>New levels of coordination implemented during pandemic time.</td>
</tr>
<tr>
<td>New levels of integration implemented during pandemic time.</td>
</tr>
<tr>
<td>New levels of control implemented during pandemic time.</td>
</tr>
<tr>
<td>New behavior patterns acquired and consolidated during pandemic time.</td>
</tr>
<tr>
<td>New decision patterns acquired and consolidated during pandemic time.</td>
</tr>
<tr>
<td>New forms of learning in the organization during pandemic time</td>
</tr>
</tbody>
</table>

## Change management process

<table>
<thead>
<tr>
<th>At single level;</th>
</tr>
</thead>
<tbody>
<tr>
<td>As group:</td>
</tr>
<tr>
<td>Between singles health workers;</td>
</tr>
<tr>
<td>Between health workers groups;</td>
</tr>
<tr>
<td>Between single and group</td>
</tr>
</tbody>
</table>

## Changes shared in the organization

<table>
<thead>
<tr>
<th>Between doctors;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between nurses;</td>
</tr>
<tr>
<td>Between doctors and nurses</td>
</tr>
<tr>
<td>In the group and its structure</td>
</tr>
<tr>
<td>Leader and leadership</td>
</tr>
<tr>
<td>Communication network</td>
</tr>
<tr>
<td>Work group</td>
</tr>
<tr>
<td>Social Identity</td>
</tr>
</tbody>
</table>

## The elements that have been developed

<table>
<thead>
<tr>
<th>Relation and discrimination between the groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relation and discrimination between the single workers</td>
</tr>
<tr>
<td>Processes of categorization and relational dynamics</td>
</tr>
<tr>
<td>Motivational approach</td>
</tr>
<tr>
<td>Actions related to aggression</td>
</tr>
<tr>
<td>Situational approach</td>
</tr>
</tbody>
</table>

Cultural collective practices been created as a result of the changes

The organization, implementing the changes, is able to give people a greater sense of belonging

The degree of trust that workers manifest to those who govern the organization

How many doctors - nurses, after implementing these changes, are still in the department?

How many have changed department?

How many have passed within the sector in department with different characteristics from the one of origin?

Source: own making
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Starting from these topics, a questionnaire has been elaborated (Hair et al, 1995) and a number of 1600 doctors and nurses employed in intensive care, were interviewed, based on 5000 contacts representing 10% of the total population, 800 from each category (doctors and nurses) divided by the 20 Italian regions, therefore, the total of the regions. A number of 40 doctors and 40 nurses were interviewed for each region (80 interviewees). The interviewees belong to the four geographical areas into which each region was divided (north, south, east, west) and within each area we chose the hospitals with the highest number of COVID-19 cases treated in the last six months before of the interview period. The questionnaire comprised 30 pre-developed, 15 for each part, Likert statements, designed to measure the five different areas of the questionnaire. Specifically, respondents were asked to indicate the level of criticism on a seven point scale, ranging from “strongly criticizes” (7) to “low criticizes” (1) on different items. The 30 Likert statements were explored by principal components factor analysis and varimax rotation, elaborated by Statistical Package for Social Science, version 28.0, which resulted in a linear regression. The interview have been carried out in basket. Each interview lasted about 65 minutes. It was not possible to obtain a list of all the doctors and nurses present in the hospitals of the Italian regions. The choice of the sample was non-probabilistic. The sample is drawn from the target population. Also with this type of sampling, it is possible to obtain estimates of the fundamental characteristics of the phenomenon being studied. The most used methods to carry out non-probabilistic sampling are: reasoned choice sampling, the statistical units to be included in the sample are chosen in a reasoned way (for example, based on the opinion of experts with specialist knowledge of the problem or on the literature) to select only those that best meet the research objectives. Sampling by shares, the statistical units to be included in the sample are selected so that the sample respects the proportions present in the population under study based on some variables (for example, gender, age group, geographical area). In this way we arrive at the definition of the quotas, which is the number of statistical units that must be included in the sample for each region.

4. Results

4.1 Sample profile doctors
The sample had 69% male and 31% female. The respondents were mainly married, between the ages of 56 and 65 (65%) over 65. The Education, Degree and Master have been declared of all doctors. Annually income is over 30.000. Therefore, our sample is representative of the Italian doctors in a pandemic time (Table 2).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>550</td>
<td>69 %</td>
</tr>
<tr>
<td>Female</td>
<td>250</td>
<td>31 %</td>
</tr>
<tr>
<td>Marital Status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>738</td>
<td>92 %</td>
</tr>
<tr>
<td>Single</td>
<td>62</td>
<td>8 %</td>
</tr>
<tr>
<td>Divorced</td>
<td>0</td>
<td>0 %</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18 – 25</td>
<td>0</td>
<td>0 %</td>
</tr>
<tr>
<td>26 – 35</td>
<td>18</td>
<td>2 %</td>
</tr>
<tr>
<td>36 – 45</td>
<td>26</td>
<td>3 %</td>
</tr>
<tr>
<td>46 – 55</td>
<td>241</td>
<td>30 %</td>
</tr>
<tr>
<td>56 – 65</td>
<td>490</td>
<td>62 %</td>
</tr>
<tr>
<td>Over 65</td>
<td>25</td>
<td>3 %</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degree</td>
<td>800</td>
<td>100 %</td>
</tr>
<tr>
<td>Master</td>
<td>800</td>
<td>100 %</td>
</tr>
<tr>
<td>Annualy Income</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Over 30.000 Euro</td>
<td>800</td>
<td>100 %</td>
</tr>
</tbody>
</table>

Source: own making
4.2 Sample profile nurses
The sample had 59% male and 41% female. The respondents were mainly single, between the ages of 26 and 35 (628%) with a consistent percentage, 24% between 56 - 65 and 34 – 45 with 22%, moreover, over 65 are 4%. The Education Degree have been declared of all nurses. Annually income is under 30.000. Therefore, our sample is representative of the Italian nurses in a pandemic time (Table 3).

Table 3. Demographic profile of respondents (Nurses N=800)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>450</td>
<td>59%</td>
</tr>
<tr>
<td>Female</td>
<td>350</td>
<td>41%</td>
</tr>
<tr>
<td><strong>Marital Status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>238</td>
<td>29%</td>
</tr>
<tr>
<td>Single</td>
<td>562</td>
<td>71%</td>
</tr>
<tr>
<td>Divorced</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18 – 25</td>
<td>40</td>
<td>5%</td>
</tr>
<tr>
<td>26 – 35</td>
<td>218</td>
<td>28%</td>
</tr>
<tr>
<td>36 – 45</td>
<td>176</td>
<td>22%</td>
</tr>
<tr>
<td>46 – 55</td>
<td>141</td>
<td>17%</td>
</tr>
<tr>
<td>56 – 65</td>
<td>190</td>
<td>24%</td>
</tr>
<tr>
<td>Over 65</td>
<td>35</td>
<td>4%</td>
</tr>
<tr>
<td><strong>Education Degree</strong></td>
<td>800</td>
<td>100%</td>
</tr>
<tr>
<td><strong>Annualy Income</strong></td>
<td>under 30.000 Euro</td>
<td>800</td>
</tr>
</tbody>
</table>

Source: own making

4.3 Post COVID Phase and paths of public health workers: doctors
Table 4 contains essential information about doctors as public health workers. The ideal types of work, specifically tangible resource assessment, intangible resource assessment, change management process, changes shared in the organization, elements developed, and cultural collective practices created as a result of the changes, do not occur in pure form; however, differences along the defined criteria are observable, albeit in slightly more nuanced form. These changes were noted by doctors between the ages of 55 and 65, who make up the majority of Italian doctors as well as our sample. The layering of public health reforms, reforms that were not completed and were replaced by others, did not create a climate of trust in the change processes, distancing most doctors from the ideal type of work, substitute, from personal motivational incentives that would have weighed heavily on a positive response in the pandemic phase. This mental attitude manifests itself in actual actions such as the quality of the service offered, the amount of time worked, and the costs incurred. The remaining 30%, who are between the ages of 46 and 55, have attitudes and behaviors that are very similar to their older counterparts. It’s worth noting that the two age groups, 46-55 and 56-65, account for 92 percent of the sample. Consistent with this type of response, the assessments regarding: well managed and valued as a result of the changes, the organization, implementing the changes, is able to give people a greater sense of belonging, the degree of trust that workers manifest to those who govern the organization; and how many doctors remain in the department after implementing these changes. How many people have changed departments? How many people have moved through the sector in departments with distinct characteristics from the one of origin? They are strongly related to past doctoral evaluations.
Table 4. Regression analysis: doctors

<table>
<thead>
<tr>
<th>Questionnaire Doctors</th>
<th>Gener Performance Index</th>
<th>Quality Performance Index</th>
<th>Time Performance Index</th>
<th>Cost Performance Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social variables and personal data</td>
<td>-0.611*(0.239)</td>
<td>-1552(0.417)</td>
<td>-1177(0.264)</td>
<td>1.835**(0.583)</td>
</tr>
<tr>
<td>Tangible Resource Assessment</td>
<td>-0.372(0.234)</td>
<td>-0.244(0.377)</td>
<td>-0.005(0.272)</td>
<td>-0.664(0.127)</td>
</tr>
<tr>
<td>Intangible Resource Assessment</td>
<td>-0.217(0.210)</td>
<td>-0.218(0.234)</td>
<td>-0.319(0.341)</td>
<td>-320(0.237)</td>
</tr>
<tr>
<td>Change management process</td>
<td>-0.208(0.202)</td>
<td>-0.212(0.226)</td>
<td>-0.315(0.339)</td>
<td>-313(0.227)</td>
</tr>
<tr>
<td>Changes shared in the organization</td>
<td>-0.213(0.206)</td>
<td>-0.215(0.229)</td>
<td>-0.311(0.335)</td>
<td>-315(0.230)</td>
</tr>
<tr>
<td>The elements that have been developed</td>
<td>-0.112(0.318)</td>
<td>-0.215(0.132)</td>
<td>-0.312(0.241)</td>
<td>-0.113(0.175)</td>
</tr>
<tr>
<td>Cultural collective practices been created as a result of the changes</td>
<td>-0.521*(0.189)</td>
<td>-1432(0.365)</td>
<td>-1268(0.295)</td>
<td>1.854**(0.635)</td>
</tr>
<tr>
<td>Well managed and valued as a result of the changes</td>
<td>-0.452(0.355)</td>
<td>-0.352(0.487)</td>
<td>-0.012(0.298)</td>
<td>-0.534(0.99)</td>
</tr>
<tr>
<td>The organization, implementing the changes, is able to give people a greater sense of belonging</td>
<td>-0.534*(0.205)</td>
<td>-1336(0.334)</td>
<td>-1156(0.212)</td>
<td>1.672**(0.510)</td>
</tr>
<tr>
<td>The degree of trust that workers manifest to those who govern the organization</td>
<td>-0.434(0.327)</td>
<td>-0.365(0.498)</td>
<td>-0.032(0.385)</td>
<td>-0.521(0.127)</td>
</tr>
<tr>
<td>How many doctors -nurses, after implementing these changes, are still in the department?</td>
<td>-0.311*(0.339)</td>
<td>-1552(0.417)</td>
<td>-1177(0.264)</td>
<td>1.644**(0.456)</td>
</tr>
<tr>
<td>How many have changed department?</td>
<td>-0.372(0.234)</td>
<td>-0.254(0.326)</td>
<td>-0.034(0.152)</td>
<td>-0.434(0.112)</td>
</tr>
<tr>
<td>How many have passed within the sector in department with different characteristics from the one of origin?</td>
<td>-0.123(0.115)</td>
<td>-0.232(0.234)</td>
<td>-0.344(0.364)</td>
<td>-419(0.185)</td>
</tr>
<tr>
<td>Intercept</td>
<td>5.624**(0.546)</td>
<td>5.354**(0.571)</td>
<td>5.354**(0.567)</td>
<td>5.657**(0.301)</td>
</tr>
<tr>
<td>R²</td>
<td>0.3751</td>
<td>0.354</td>
<td>0.530</td>
<td>0.327</td>
</tr>
<tr>
<td>Adj. R²</td>
<td>0.213</td>
<td>0.184</td>
<td>0.204</td>
<td>0.162</td>
</tr>
<tr>
<td>N</td>
<td>800</td>
<td>800</td>
<td>800</td>
<td>800</td>
</tr>
</tbody>
</table>

* Significant at the 5% error level. ** Significant at the 1% error level. Standard errors in brackets.

Source: own making

4.4 Post COVID Phase and paths of public health workers: nurses

Table 5 contains pertinent information about nurses as public health workers. Despite the fact that the sample has a majority of singles, in accordance with national data, in the age groups 26 - 35 and 36 - 45 (50 percent), the most crucial factors also indicated by nurses are very comparable to medical workers. When we add the percentage of those aged 56 to 65, which differs significantly from the views made by fellow nurses included in the 50 percent, we find that 74 percent of nurses express a homogeneous internal evaluation that is not dissimilar to that of the doctors. In this case, the ideal types of work, specifically tangible resource assessment, intangible resource assessment, change management process, changes shared in the organization, elements that have been developed, and cultural collective practices that have been created as a result of the changes, do not occur in their pure form. Consistent with this type of response, the assessments regarding: well managed and valued as a result of the changes, the organization, implementing the changes, is able to give people a greater sense of belonging, the degree of trust that workers manifest to those who govern the organization; and how many nurses remain in the department after implementing these changes. How many people have switched departments? How many
people have moved through the sector in departments with characteristics that differ from the one of origin? They are significantly related to the prior ratings stated by nurses.

<table>
<thead>
<tr>
<th>Questionnaire Nurses</th>
<th>Gener Performance Index</th>
<th>Quality Performance Index</th>
<th>Time Performance Index</th>
<th>Cost Performance Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social variables and personal data</td>
<td>-0.601*(0.229)</td>
<td>-1452(0.407)</td>
<td>-1167(0.254)</td>
<td>1.735**(0.573)</td>
</tr>
<tr>
<td>Tangible Resource Assessment</td>
<td>-0.362(0.224)</td>
<td>-0.234(0.367)</td>
<td>-0.318(0.242)</td>
<td>-0.564(0.117)</td>
</tr>
<tr>
<td>Intangible Resource Assessment</td>
<td>-0.207(0.210)</td>
<td>-0.208(0.224)</td>
<td>-0.309(0.331)</td>
<td>-310(0.227)</td>
</tr>
<tr>
<td>Change management process</td>
<td>-0.202(0.201)</td>
<td>-0.202(0.216)</td>
<td>-0.305(0.319)</td>
<td>-303(0.217)</td>
</tr>
<tr>
<td>Changes shared in the organization</td>
<td>-0.203(0.203)</td>
<td>-0.205(0.219)</td>
<td>-0.301(0.315)</td>
<td>-305(0.220)</td>
</tr>
<tr>
<td>The elements that have been developed</td>
<td>-0.102(0.308)</td>
<td>-0.205(0.122)</td>
<td>-0.302(0.231)</td>
<td>-0.103(0.165)</td>
</tr>
<tr>
<td>Cultural collective practices been created as a result of the changes</td>
<td>-0.511*(0.179)</td>
<td>-1422(0.355)</td>
<td>-1258(0.285)</td>
<td>1.754**(0.535)</td>
</tr>
<tr>
<td>Well managed and valued as a result of the changes</td>
<td>-0.442(0.345)</td>
<td>-0.342(0.477)</td>
<td>-0.011(0.278)</td>
<td>-0.434(0.79)</td>
</tr>
<tr>
<td>The organization, implementing the changes, is able to give people a greater sense of belonging</td>
<td>-0.524*(0.201)</td>
<td>-1326(0.324)</td>
<td>-1146(0.202)</td>
<td>1.572**(0.410)</td>
</tr>
<tr>
<td>The degree of trust that workers manifest to those who govern the organization</td>
<td>-0.424(0.317)</td>
<td>-0.355(0.488)</td>
<td>-0.022(0.365)</td>
<td>-0.421(0.117)</td>
</tr>
<tr>
<td>How many doctors -nurses, after implementing these changes, are still in the department?</td>
<td>-0.301*(0.329)</td>
<td>-1542(0.407)</td>
<td>-1167(0.254)</td>
<td>1.544**(0.356)</td>
</tr>
<tr>
<td>How many have changed department?</td>
<td>-0.362(0.224)</td>
<td>-0.244(0.316)</td>
<td>-0.024(0.142)</td>
<td>-0.334(0.102)</td>
</tr>
<tr>
<td>How many have passed within the sector in department with different characteristics from the one of origin?</td>
<td>-0.113(0.105)</td>
<td>-0.222(0.224)</td>
<td>-0.334(0.354)</td>
<td>-319(0.175)</td>
</tr>
<tr>
<td>Intercept</td>
<td>5.614**(0.536)</td>
<td>5.524**(0.561)</td>
<td>5.344**(0.557)</td>
<td>5.557**(0.271)</td>
</tr>
<tr>
<td>R²</td>
<td>0.3651</td>
<td>0.344</td>
<td>0.520</td>
<td>0.317</td>
</tr>
<tr>
<td>Adj. R²</td>
<td>0.203</td>
<td>0.174</td>
<td>0.194</td>
<td>0.152</td>
</tr>
<tr>
<td>N</td>
<td>800</td>
<td>800</td>
<td>800</td>
<td>800</td>
</tr>
</tbody>
</table>

* Significant at the 5% error level. ** Significant at the 1% error level  
Source: own making

The regression model suggests that there are a number of issues associated to the pandemic phase that, while observed and experienced by healthcare staff, have yet to be handled, and a change management process has not been launched.

5. Discussion

According to the literature, no change management procedure for health personnel has been established. At a specific level, health workers, while representing a resource for each country, have played a strategic role in terms of quality of service, working hours, and expenses during the epidemic. Concerning the medical personnel, it was determined that 490 of them, or 62 percent, are between the ages of 56 and 65 age group. The high age and thus the stay in the dated structure, on the one hand, does not show an immediate response to the new coordination, integration, and control levels of health work in the pandemic phase, on the other hand, these doctors have a
strong experience in diagnosis but this is insufficient to begin a process of change management in one phase as Covid 19. It is worth noting that there are no significant differences between the geographic locations studied. Despite the pandemic's dynamic phase, it should be recognized that these changes have affected individual workers rather than the organizational dimension as a whole as a response to the new phase. In this sense, we might highlight a static structure that does not support or anticipate medical personnel's anxiety. In terms of the nursing staff, 218 of them, or 28 percent, are between the ages of 26 and 35. Adding the age of the next range, we find that 50% of nurses are under the age of 45, making them younger than doctors. Regardless of this distinction, the essential topics indicated by this professional figure are comparable to those of doctors. In fact, despite the fact that the nurses' differing roles and responsibilities, on the one hand, do not demonstrate an immediate response to the new coordination, integration, and control levels of health work in the pandemic phase, on the other hand, these nurses do not have extensive experience in support work. In the case of nurses, their younger age, when compared to medical staff, was not used as a change agent. Indeed, during the epidemic, it was difficult to handle support activities in diagnosis and treatment. In these hospitals, personnel emphasize a number of obstacles related to quality, time, and cost of care during a pandemic. Doctors with a large presence in the structure, 490, and nurses (190) of the same age group, highlight these bottlenecks regardless of geographical location or type of role they perform in the department, as medical or nursing staff. These 680 health professionals have also contributed to the value of the epidemic, but they feel detached, as if they do not belong to the system, despite the fact that much has been accomplished in terms of personal skills and motivation. When evaluating Italian health care through the eyes of these workers, it is possible to notice that some common elements, typical of a culture with high permanence in the role, attention to the rules and procedures and only to the formality of its implementation, with bottlenecks highlighted in terms of quality, time, and costs. It is worth noting that these characteristics are identified by health workers as hospital bottlenecks that impede the process of change management. These health-care workers could be viewed as organizational leverage in order to contaminate other staff and establish a long-term change management process. In reality, the identified essential areas concern components that Italian hospitals should recognize and enhance. In the case of Italian hospital organizations, organizational leverage might mean the difference between success and failure of any reform attempt. Healthcare personnel were frequently left alone during the pandemic phase, and it is unclear whether they will be supported not only financially, but also psychologically and professionally in the coming phase. Based on the data analyzed, hospital ownership based on individual will may show to be a significant problem for the development of Italian hospitals. One of the key reasons that emerges is the lack of a change management process under pressure, as well as the low importance of workers in this change management. As others have noted the health organization must be examined in the context of the specific service conditions that they manage. Through this pandemic environment, quality change management may be addressed in consumer emotions and customer–employee relationships. There are no degrees of connection and communication between how medical professionals lived and how patients experienced the pandemic in Italian hospital organizations. We are still caught in the realm of medical care, with little attention paid to the phenomenon's organizational, psychological, and social dimensions. Furthermore, citizen associations are not only heard during the planning phase; in this situation, there is a gap between services supplied and services expected. Following the epidemic, hospitals are failing to meet a strategic condition: the congruence between service functionality and organizational outcomes. These similarities are not the result of an evolutionary framework; rather, the profile of health workers emphasizes competencies that might improve both services and costs. In this manner, the functional scope of structure is greatly expanded. Our results show that this profile does not consider service as general performance, and the single benefit beats the advantages of structure and service, which include the ability to manage and improve service quality, time, and cost. This is due to two factors. First, within pandemic time, the characteristics of interest articulation and the discussions between diverse interests are less complicated and autonomous, allowing more custom for service. The second reason is that the hospital might be regarded as a zone of flow for services rather than a space of conflict. The slowing evolution of pandemic time may affect the hospital in the conflict arena, taking into account the organization's lack of support action during epidemic time. The service and flow space are linked to pandemic skills and competences. These experiences can be used to modify the structural
composition and organizational setting based on the health of the personnel. The involvement of health staff, with special attention to attitudes and expectations, is a strategic distinction between hospitals before, during, and after a pandemic. This means that not only should the hospital's planning and provision not be divided among multiple actors, but also a quality of service must be implemented on a continual basis, increasing the possibilities of a more efficient and effective service. The decision-making process in hospital structures should constantly be closer to the needs of the client. From a more specific standpoint, our findings can be interpreted along two lines of thought. The health personnel appear to be appropriate in terms of not only the qualities of the service in pandemic times, but also the service delivery expectations. From this vantage point, health personnel have frozen their expectations and worked to battle the pandemic, but both motivation and expectation elements may shift after this fight. The service was returned to be delivered in a static manner. In contrast, in epidemic time, the service and its user demand are dynamic, and different components of the service must be considered at different stages of the process. As a result, the structure demonstrates intriguing and relevant competencies related to service planning, as well as obstacles related to quality, service time, and cost solutions. During a pandemic, the hospital's quality and planning operations are organized around the needs of the patients. This experience was stressful for the staff, but there was also an exciting learning process associated with working in the hospital. This might be an intriguing beginning point for Italian and European healthcare, as it should collect the experiences of healthcare personnel in various Member States. Unfortunately, as seen by the study of literature, Europe lags behind in expanding on these concerns. The European Union's investments are important for all member countries, but they relate to the dimension of development and growth of the health service, also with a logic of reorganization, but nothing has been addressed in terms of psychological support to the new expectations that arise, are determined in the time of the pandemic. This design flaw could provide significant challenges in the material restructuring of the one national health care. It is feasible to imagine a stronger healthcare system in terms of technology but a weaker workforce motivation. This type of gap does not result in care-oriented healthcare, which was essential during the epidemic and was based on the motives and expectations of healthcare personnel. Europe is made up of 27 member states, each of which has its own national health system as well as a set of regulations and objectives that are shared at the European Union level. Building the European Health Union is not easy, but the epidemic has proved that it is important.

Conclusions

Rescheduling the idea of hospital in pandemic time, starting from health workers can affect in the short term, with positive actions in terms of organization and management. The outcome of database, highlight that without these actions, may be amplified the severity of unresolved both organization and management problems. Furthermore, the deferral involves a high risk level if the pandemic time come back with unknown intensity. The fallout on health workers could be out of control requiring a rescheduling attentive to equity and efficiency healthcare services. Hospitals are complex network with multiple objectives and expectations. Several variables interact within Italian hospitals, which must be better understood and developed. These elements can help to improve the interaction between health workers and the organizations for which they work. The outcome of debates, related to research findings, rejects a perspective in which Italian and European health personnel are viewed as ultimately unchangeable. It must instead be viewed as always evolving and re-interpreting. The role of health workers is an open question, and the roles of health workers are strategic in order to strengthen the health sector and its performance.
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Abstract. We have carried out an empirical study of WBOs in Italy since 1985, describing the role of two key institutions - the legal framework and the cooperative associations. WBO operations were officially recognized in 1985 by the Italian policy-maker. The research has led to establishing a sample, wider than any previously done in Italy, resulting from the analysis of data collected by the Legacoop’s Area Studi and provided by the main actors in the promotion and financing of WBOs (Cooperazione Finanza Impresa, COOPFOND, Federazione Trentina della Cooperazione) and the data published by Banca Etica and the Italian Network of Recovered Companies. This has led to being able to closely study the effectiveness and features of WBOs in Italy. We found that longer lifespans and higher rates of activity are associated with the membership of a cooperative association. The sectoral and geographic analysis confirms the conclusions of previous studies, highlighting a clear concentration of WBOs in the Central and North-Eastern regions of Italy and in the manufacturing sector. The average lifespan of the co-operatives, as well as the survival rate, proves the positive economic and social impact of WBOs in times of crisis. The findings have implications that go beyond Italy. We conclude discussing the importance of an appropriate legal framework supporting WBOs and the importance of cooperative associations, including their financial branches.
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1. Introduction

Worker buyouts (WBO), or worker-recuperated companies, involve the acquisition or salvaging of a company, or part thereof, by its existing workers (Bernardi & Monni, 2016; Vieta, 2013, 2015). This phenomenon is widespread throughout the world and, in Italy, as in many parts of Europe, takes place in the form of a cooperative (Barbot-Grizzo, 2020). However, this form of employee acquisition occurs in different forms depending on the national institutional contexts. WBOs are common in the US, Canada and South America (Martínez et al. 2010), while, in Europe, they are more commonly found in France, Italy and Spain. More isolated cases can be found in other countries, such as the UK, Greece, Turkey, Australia and Finland (Cicopa Europe, 2013; Tognonato, 2016; Azzellini, 2014; Cooperative News, 2015; Nolan et al. 2013; Vieta, 2016).

Generally, the acquisition of companies by its existing employees falls into three main types - the ‘labour conflict WBO’, the ‘Employee Share Ownership Plan (ESOP) WBO’, and the ‘negotiated WBO’ (Vieta, 2016, Monni et al., 2017c). In the first case, the workers acquire the company following a conflict between the owners and the workers themselves, with the latter actually often occupying the factory premises (Birchall, Ketilson, 2009). This type of WBO is typical of a good part of those set up in Latin America at the beginning of the 2000s (Kabat, 2011; Vieta, 2016) and, more recently, in Southern Europe in Greece, Turkey and Italy (Vieta, 2016). Instead, the ESOP type is probably the original form of this company ownership transfer originating in the USA and developing there from the 1950s. With this model, regulated in the USA only at the beginning of the 1970s (Menke and Buxton, 2010), the workers acquire a part or all of the company shares by means of a type of pension fund - the “ESOP Trust”-, or loans or using personal savings, while the owners enjoy tax advantages from the sale itself (Kruse et al., 2011). It has been particularly widespread in Canada (Hough, 2005) and the UK (Pendleton, 2002; Nolan et al. 2013), as well as in the USA (NCEO, 2021), foreseeing the possibility of a shared ownership involving the employees and traditional investors and, only in some rare cases, has the co-operative company form been adopted (Delgado et al., 2014). The third type provides for setting up WBOs in the co-operative form through a negotiation between the owner and employees, mediated by state authorities and facilitated and promoted under a clear juridical framework. This model is more widespread in Italy, France and Spain. These countries, where the co-operative culture is strongly rooted (Corcoran and Wilson, 2010), are today the only in Europe with a favorable legislation, measures and state mechanisms in place to accompany and support the employees in the company’s buyout (Cicopa Europe, 2013).

The theme of worker-recuperated companies has increasingly been attracting interest in the scientific and political debates; nevertheless, there is a very limited number of papers published on WBO in ranked international journals. Already with the 2008 economic recession and even more so following the immediate consequences of the present pandemic crisis, the questions regarding the safeguarding of employment and maintaining the productive cycle have become more and more relevant, with these types of operations presenting themselves as possible solutions (Nolan et al. 2013; Gulland, 2008; Orlando, 2021; Wright, 2014, Tognonato, 2016). Within each country, research on the issue is growing, even if it is still a long way from the possibility of mapping the actual dimensions of the phenomenon at international level. In table 1, we have listed some key academic contributions and reports by country.
Where Italy is concerned, this article is based on previous works (Monni, 2017b) and is a step towards mapping WBOs. An up-to-date dataset has been created, based on Legacoop’s Area Studi WBO data bank, integrating data from different sources to provide an overview. In the Italian legal system, WBO operations were officially recognized under Law n. 49 of February 27, 1985*, which defined their social and economic importance and laid down the conditions of their development through the setting up of a revolving fund to finance buyout projects by workers. From 1985 until today, the Italian policy-makers have intervened on numerous occasions to support these acquisitions, modifying the regulatory framework and the tools for promoting them (Cataudella, 2016). However, the setting up of WBOs can be separated into two different historical periods, marked by two main legislative frameworks (Vieta & Depedri, 2015) - the Marcora I Law (1985-2002), and its following reform in 2001 - the Marcora II Law (2003 - today).

1.1. The evolution of the Italian legislation

With the introduction of the Marcora Law in 1985 (Marcora 1), there occurred, for the first time, a system to promote and finance the conversion of a company into a co-operative through the buying of the company itself or part thereof by the workers laid off or by those on redundancy payments. This was based on two financial tools: Fooncooper, a revolving fund managed by Banca Nazionale del Lavoro (BNL, then a state-owned bank) and focused on providing loans to foster co-operative development plans (also including WBOs); and another fund, the Fondo speciale per la salvaguardia dei livelli di occupazione†, which was, instead, to provide economic contributions to financing institutes (CFI and SOFICOOP‡) to participate in the worker recuperated company’s capital. The allocation of the public funding in the acquisition, through the participation of CFI and/or SOFICOOP was regulated by a ratio of 3:1 of public investment and of worker investment. In this context, under Decree 223/1991 (art. 7, subpara. 5), the possibility for workers of a company in crisis to acquire it requesting in

---

* The “Marcora Law”, “Provisions for credit to co-operatives and urgent measures to safeguard employment levels”.
† Special fund to safeguard employment.
‡ CFI and SOFICOOP are «institutional investors», operating since 1986 as the instruments to implement the Marcora Law, set up with “a specific mission of public interest” such as supporting employment in a cooperative form, and with the Ministry for Economic Development (MED) holding a 98.6% share of the capital and an overseeing role as a member in the administrative and supervisory board. In 2019, the Cooperation Finance Enterprise - CFI incorporated SOFICOOP.
advance and in a single solution their expected social benefits was introduced, provided that this sum would be used for the company capitalization of the new cooperative. With the infringement proceedings set underway in 1993 by the European Community for a breach of the EU competition rules pertaining to the 1985 Marcora Law, at the end of the ‘90s, there emerged a deadlock in carrying out any company acquisitions in the form of a WBO. This came to an end only in 2001 with the reform of the first Marcora Law.

Under this reform, Law 57/2001, hereby called the Marcora II Law, some of the points raised by the European jurisdiction were included and the misunderstanding was clarified, being fueled at the time by the MED§ whereby the participation in the new cooperative companies’ capital, by CFI and SOFICOOP, had been interpreted as state aid or non-payable grants to the cooperatives themselves. In particular, the ratio between public and private investments in the acquisition became 1:1, while it was specified that the non-payable grants of the Special Fund were not allocated to the cooperatives, but rather as a company capital of the financing companies, CFI and SOFICOOP, to be then invested by the latter as a share in the capital of the cooperative companies set up after their recovery. From that moment, the legislation remained practically unchanged in its basic structure. However, an important update to clarify the relevant Italian situation was introduced with Law 145/2013 (art. 11, subpara. 2), establishing the pre-emptive purchasing right on the part of the workers involving the acquisition of companies undergoing bankruptcy or liquidation proceedings, and a favorable tax agreement for financing deriving from the Marcora funds.

2. Mapping WBOs in Italy

Given the difficult socio-economic context Italy is dealing with today, worker buyouts could clearly be, in the near future, an important opportunity to counter the risks of a further industrial decline resulting from the effects of the crisis. In this paper, a mapping of the worker-recuperated companies in Italy from 1985 until the present has been carried out. The research, thanks to Legacoop’s Area Studi WBO collection work, has led to establishing a sample, wider than any previously made in Italy. The Italian WBO dataset (AREA STUDI LEGACOOP, 2020) results from the analyzes and processing of data kindly provided by the main actors in the promotion and financing of WBOs (CFI, COOFPOND, SOFICOOP, Federazione Trentina della Cooperazione), and the data collection available on the portals of Banca Etica** and the Rete Italiana Imprese Recuperate††. The sources were further integrated with the data on balances, on company legal status and employment from the Aida Bureau van Dijk/Area Studi Legacoop databank. Following a description based on the sector, region, employment and association of WBOs set up in Italy, the failure rate and average lifespan of the WBOs were analyzed, then the main success factors were identified and, finally, the main economic indicators of the still active companies were evaluated (turnover, capital, net worth, profits). Furthermore, in the last paragraph, an initial estimation of the economic return, in terms of tax revenue generated by the worker-recuperated companies will be presented.

---

1 Following is the reconstruction of Professor Alberto Zevi, CEO of CFI from 1986 to 2011, of what happened leading up to the infringement proceedings by the European Commission: “The activities of CFI during the first phase were marked by an interpretation of the law that came from the Ministry, as well as from the cumbersome nature of the procedures foreseen. In fact, the innovations found in the provision had implications resulting in calling for a change in the behavior of both the cooperative movement (and CFI), committed to implementing the law, and the public authority, called on to play a support and supervisory role. The first capital subscriptions only actually occurred in 1987 and the differences in the interpretation of the law resulted in a substantial delay in the successive allocation of the resources. In particular, while the company held that it would have been necessary to foresee, sooner or later, a repayment to CFI of the capital invested (and, consequently, had asked the cooperatives to consider this in their statutes), the MED and the Audit Courts asked to cancel this provision, with the risk being to block the disbursement of the funds. It is important to underline this point as, the adoption of the MED and Audit Courts indications were the basis of the following infringement proceedings of the European Commission. And precisely because no repayment of the capital invested in the cooperatives was forecasted, the European Union was forced to consider that capital as a form of state aid and, therefore, incompatible with the competition laws. From 1996, these proceedings caused CFI activities to be frozen until the reform of the Marcora Law in 2001. The reform, above all, showed itself to be necessary despite the MED, also on the basis of CFI suggestions, being able to come to an agreement with the European Commission. This agreement, however, was not formalized due to the enactment of the decree not being consequently registered by the Audit Courts. It was necessary to turn to the intervention of the parliament which, only in 2001, included in the reform law of the Marcora what had been previously agreed on with the EC”.

2 Bancadeteca https://www.bancadeteca.it/blog/storie-realta-finanziare/workers-buyout-miracoli-italiani-dai-lavoratori
3 Rete Italiana Imprese Recuperate https://impreserecuperate.it/
From the Marcora Law entering into force until today, 323 worker-recuperated companies (Tab. 2) in cooperative form have been identified. These acquisitions have involved 10,408 workers‡‡ with a company survival rate of 33%. Approximately 71% of these buyouts set up since 2003 (introduction of the Marcora II Law reform) are still active today.

Table 2. WBOs set up in Italy under the 2 main legislative frameworks

<table>
<thead>
<tr>
<th>LEGISLATIVE FRAMEWORK</th>
<th>WBO 1987-2019</th>
<th>ACTIVE</th>
<th>INACTIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NO.</td>
<td>%</td>
<td>NO.</td>
</tr>
<tr>
<td>MARCORA I LAW</td>
<td>218</td>
<td>67.5%</td>
<td>7,648</td>
</tr>
<tr>
<td>MARCORA II LAW</td>
<td>105</td>
<td>32.5%</td>
<td>2,760</td>
</tr>
<tr>
<td>TOTAL</td>
<td>323</td>
<td>100%</td>
<td>10,408</td>
</tr>
</tbody>
</table>

Source: our elaboration on Italian WBO database of Legacoop Area Studi, 2020

More than 63% of the sample (206 companies) includes cooperatives, which are, or were previously, members of cooperative associations (Tab. 3). Out of those still active, 88% belong to one of the main Italian co-operative associations§§. The analysis on the operational status reveals that the member companies have an overall survival rate of 45.6%, clearly much higher than the 11.1% of non-members.

Table 3. WBOs set up in Italy from 1987-today - cooperative association membership

<table>
<thead>
<tr>
<th>ASSOCIATION</th>
<th>WBO 1987-2019</th>
<th>ACTIVE</th>
<th>INACTIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NO.</td>
<td>%</td>
<td>Empl.</td>
</tr>
<tr>
<td>NON-MEMBERS</td>
<td>117</td>
<td>36.2%</td>
<td>4,542</td>
</tr>
<tr>
<td>MEMBERS OF A COOPERATIVE ASSOCIATION</td>
<td>206</td>
<td>63.8%</td>
<td>5,866</td>
</tr>
<tr>
<td>TOTAL</td>
<td>323</td>
<td>100%</td>
<td>10,408</td>
</tr>
</tbody>
</table>

Source: our elaboration on Italian WBO database of Legacoop Area Studi, 2020

At present, the region with the highest share of WBOs is Tuscany (20%), followed by Emilia-Romagna (16%), Lombardy (12%) and Marche (10%). The higher concentration of WBOs in the Northern and Central regions is probably due to the greater presence in those areas of companies working in the manufacturing sector. Southern and Island regions host in total only 11% of the WBOs (Fig. 1). In some regions, there is a high share of cooperatives, which are members of the main Italian cooperative associations. Amongst these regions, we find the Islands and Reggio-Calabria, Emilia-Romagna and Liguria, as well as Trentino Alto-Adige (Fig. 2).

‡‡ The data on employees in WBOs regarding active companies (109), and the 2018 balance data come from the Aida Bureau van Dijk databank. Where inactive companies are concerned, the highest value of the Aida Bureau van Dijk data of the last available year was considered, as well as that available in the year declared in the databanks of the main operators in WBO promotion and financing.

§§ The three main Italian cooperative associations are Legacoop, Confcooperative and AGCI.
WBOs set up in the Islands and the North-East register an above average survival rate, while the highest failure rates can be found in Lombardy, Liguria and Tuscany. Where sector is concerned (Fig. 3 and Tab. 4), most of the worker-recuperated companies (79.6%) can be found in manufacturing. This is compatible with the results in the database from the work of Vieta and Monni (Vieta et al., 2015; Monni et al., 2017), and is probably due to the peculiar composition of the Italian manufacturing sector, mainly made up of SMEs. These companies are highly labour-intensive, but of low capital injection and low entry costs (Ben-Ner, 1988), which helps in the setting up of WBOs (Vieta et al., 2015).

Within the manufacturing sector, WBOs tend to be more concentrated in the traditional categories and those typical of the so-called Made in Italy production such as fashion, leather goods, industrial design, glass and ceramics. In the other sectors where numbers are higher, we can find services - mainly in logistics and transport - and services linked to the cinematographic or information and communications industries.
**Figure 3.** WBOs by sector set up in Italy from 1987-today

*Source:* our elaboration on Italian WBO database of Legacoop Area Studi, 2020
At the provincial level, the share of companies resulting active at present day compared to the total number of WBOs registered since 1987, is higher in Umbria, Marche and Emilia-Romagna. The provinces registering highest shares are Ancona (0.03%), Perugia (0.03%), Reggio-Emilia (0.02%) and Modena (0.02%) (Fig. 4). WBOs with a lifespan of more than 15 years can usually be found in regional or provincial main towns - Ancona (5), Firenze (3), Brescia, Verona, Ravenna, Perugia, Roma (2) (Fig 5). WBOs active from 1 to 5 years are found in the provinces of Reggio Emilia, Forlì-Cesena, Perugia (4), Modena and Trapani (2) (Fig. 6).
Figure 4. % of active companies out of total WBOs, 1987-2020.

Figure 5. No. of WBOs older than 15 years.

Source: our elaboration on Italian WBO database of Legacoop Area Studi, 2020

Figure 6. No. of WBOs active from 1 to 5 years.

Source: our elaboration on Italian WBO database of Legacoop Area Studi, 2020
Looking at company turnarounds aimed at maintaining employment levels and the production plants, the lifespan of these acquisitions (Tab. 5) should be considered (only measuring their success rate is not enough). For the WBOs set up before 2003 (introduction of the Marcora Law reform, L. 57/2001), the average lifespan of the 203 recovered companies, involving a total of 7,383 workers, is 18 years. Instead, for obvious reasons, the same analysis would not be very indicative if conducted on more recent companies. Yet, it should be highlighted that the companies set up from 2003 today register a success rate of 71%, and presently employ 1,995 workers (Tab. 2).

Table 5. Average lifespan of WBOs set up in Italy before 2003 by sector and legal status***

<table>
<thead>
<tr>
<th>SECTOR</th>
<th>TOTAL</th>
<th>ACTIVE</th>
<th>INACTIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO.</td>
<td>AVERAGE LIFESPAN (YEARS)</td>
<td>NO.</td>
<td>AVERAGE LIFESPAN (YEARS)</td>
</tr>
<tr>
<td>AGRICULTURE, FORESTRY AND FISHERIES</td>
<td>1</td>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td>WHOLESALERETAIL SALE</td>
<td>1</td>
<td>28</td>
<td>1</td>
</tr>
<tr>
<td>CONSTRUCTION</td>
<td>9</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>MANUFACTURING</td>
<td>173</td>
<td>17.6</td>
<td>23</td>
</tr>
<tr>
<td>SERVICE</td>
<td>18</td>
<td>22.4</td>
<td>6</td>
</tr>
<tr>
<td>HEALTHCARE AND SOCIAL SERVICES</td>
<td>1</td>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td>TOTAL</td>
<td>203</td>
<td>18</td>
<td>32</td>
</tr>
</tbody>
</table>

Source: our elaboration on Italian WBO database of Legacoop Area Studi, 2020

The data relative to the industrial sectors does not allow for drawing any definite conclusions on the average lifespans. However, as far as the associative aspect is concerned, cooperative association members (Tab. 6) have guaranteed their more than 7,000 employees a more constant employment compared to non-member companies.

Table 6. Average lifespan (by association) of the WBOs set up in Italy until 2003†††

<table>
<thead>
<tr>
<th>ASSOCIATION</th>
<th>NO. ENTERPRISES</th>
<th>EMPLOYEES</th>
<th>AVG. LIFESPAN (YEARS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COOPERATIVE ASSOCIATION MEMBERS</td>
<td>108</td>
<td>4,838</td>
<td>21</td>
</tr>
<tr>
<td>NON-MEMBERS</td>
<td>95</td>
<td>2,545</td>
<td>15</td>
</tr>
<tr>
<td>TOTAL</td>
<td>203</td>
<td>7,383</td>
<td>18</td>
</tr>
</tbody>
</table>

Source: our elaboration on Italian WBO database of Legacoop Area Studi, 2020

*** Out of the 218 WBOs set up before 2003 under the Marcora I Law, data was found on the setting up and winding up of 203 companies. Where data on winding up was not available in the databanks of the main WBO promotion and financing operators, in the first analysis, the last year of lodging a balance was used and, in the second analysis, the publication date in the Official Gazette of company liquidations and winding ups was found through a manual search of taxation codes. Where data on setting up was not available, the date of the first approval of institutional funding was used.

††† Ut supra.
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Today, worker-recuperated companies record a company capital of €52 million and a net worth of €95 million with a total turnover of €472 million, generating €1.4 million in profits. 90% of active WBOs registering at least one balance in 2018-2020 belong to a cooperative association and generate 97% of the turnover and 104% of total profits.

### Table 7. Active WBOs balance performance in Italy (K. Euros)

<table>
<thead>
<tr>
<th>ASSOCIATION</th>
<th>NO. ENTERPRISES</th>
<th>EMPLOYEES</th>
<th>BALANCE SHEET DATA (K. EUR)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NO.</td>
<td>%</td>
<td>NO.</td>
</tr>
<tr>
<td>NON-MEMBERS</td>
<td>9</td>
<td>10%</td>
<td>151</td>
</tr>
<tr>
<td>COOPERATIVE</td>
<td>85</td>
<td>90%</td>
<td>3,578</td>
</tr>
<tr>
<td>ASSOCIATION</td>
<td></td>
<td></td>
<td>85</td>
</tr>
<tr>
<td>MEMBERS</td>
<td></td>
<td></td>
<td>3,578</td>
</tr>
<tr>
<td>TOTAL</td>
<td>94</td>
<td>100%</td>
<td>3,729</td>
</tr>
</tbody>
</table>

Source: our elaboration on Aida-Bureau Van Dijk data and Italian WBO database of Legacoop Area Studi, 2020

2.1. A first estimate of the return on WBO public investment in Italy

The Marcara Law outlined an active policy to safeguard employment and presented itself as an alternative to an income support for workers using the social cushions. An alternative which was not clearly in opposition to the latter but which, when the conditions allowed, could be an opportunity to change a simple income support of the workers into opportunities for the growth and development of the production system guaranteeing an income for the workers involved for a much longer term than that foreseen by any support measures. Therefore, what is the best way to evaluate the success of this policy at almost 40 years from its introduction? It is not intended here to measure the profitability of the intervention, but its sustainability and feasibility. With the first Marcara Law, €45 million were allocated to be used for investment in the company capital of the recuperated firms. Even assuming that the entire working capital managed by the financial institutions under the Marcara Law had been exhausted following the winding up of the companies where it had been invested, what appears to be a determining factor in assessing the effectiveness of the operations is their longevity.

The safeguarding of jobs has effectively avoided any public outlays such as extraordinary redundancy payments, universal basic income, early retirement, and obviously tax generated revenues for the state. As seen above, WBOs usually last a long time. If, on the one hand, the social benefits of supporting self-entrepreneurship are not to be ignored, even if they are difficult to quantify, what follows is a simple exercise that may help us to quantify, through the data available, the tax revenues generated by these operations.

For 33 WBOs (Tab. 8), the gathering of the balance data over the last 10 years in the historical series analysis was carried out. Based on this data, the return on public investment in creating WBOs was estimated, using the investment share of CFI and SOFICOOP in creating and developing these operations.

‡‡‡ Out of the 107 active WBOs, balance figures for 2018-2020 are available for 94 companies. The last available year was used for the balance data.
With a total CFI and SOFICOOP investment of €6.3 million, the total tax revenue generated by the funded cooperatives, over the last 10 years, amounted to €144 million, corresponding to the total cumulative taxation costs and 20% of the cumulative wage costs. Therefore, out of the 33 cooperatives with data available, with a good approximation, it can be confirmed that, over the 10 years, the public investment generated a return on public financing of about 23 times. Moreover, the annual average revenue generated by a single WBO operation is about €440,000 for an average public investment (net of other private and/or cooperative movement financing sources) for the setting up of a single WBO for about €200,000. With a good approximation, if the average annual tax revenue obtained from the above estimate is applied to the average lifespan of this form of enterprise (Tab.8), we can ascertain that, on average, the WBO operation over its lifespan, generates a return on public investment of about €7.9 million (in terms of tax revenue).

### Table 8. WBOs with a balance in a historical time series of 10 years. Estimated tax revenues and public investments.

<table>
<thead>
<tr>
<th>NO. OF COOPERATIVES WITH BALANCE DATA IN A HISTORICAL SERIES (10 YEARS)</th>
<th>33</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRPEF* Threshold at 20% of the cumulative wage costs in the historical series of the last 10 years</td>
<td>80,662,071.2 €</td>
</tr>
<tr>
<td>Total Taxes in the historical series of the last 10 years</td>
<td>64,133,860.00 €</td>
</tr>
<tr>
<td>Total tax revenues generated (total taxes + IRPEF threshold)</td>
<td>144,795,931.2 €</td>
</tr>
<tr>
<td>Total investments managed by CFI-SOFICOOP in capital shares</td>
<td>6,299,021.36 €</td>
</tr>
<tr>
<td>Public investment return in 10 years</td>
<td>22.99 times</td>
</tr>
<tr>
<td>Average annual revenues for WBO cooperative</td>
<td>438,775.55 €</td>
</tr>
<tr>
<td>Average investment to set up a WBO by CFI-SOFICOOP</td>
<td>203,194.24 €</td>
</tr>
</tbody>
</table>

*Personal income taxes.

Source: our elaboration on CFI data - Aida-Bureau Van Dijk data - Italian WBO database of Legacoop Area Studi, 2020

3. Discussion

There are two main implications of our empirical study - the role of the regulation and the role of the co-operative associations are crucial.

The Italian case in a comparative perspective shows that the national legislation, as well as the specific funding measures, are key. Worker buyouts cannot flourish without a clear regulation of the ownership rights transition, coupled with a system of incentives. The policy-makers or the local authorities have many reasons to act in this direction. They may wish to minimize the risks of unemployment and look at supporting WBOs as a special tool of active labor market policy. They may wish to support a model of employment that contributes to better working conditions (Bernardi and Köppä, 2011) and higher productivity (Kociatkiewicz et al., 2020). They may want to facilitate the mutual ownership and management of community level utilities, services and facilities (see reports by the Employee Ownership Association, by Mutuo and by National Center for Employee Ownership for the US, UK and Australian cases).

---

For an estimate of the IRPEF (personal income tax), we chose a percentage of the real tax burden of 20%, net of deductions for an average annual wage of between €15,000 and €28,000 per year.
Another key ingredient is the presence of active and experienced cooperative associations. Longer life-spans and higher rates of activity are associated with membership to a cooperative association. It is thanks to them that workers can find expert guidance in the WBO process, which is not simple from a business, legal and financial point of view (Bernardi et al., 2022). To some extent, this is a case where cooperatives are better equipped than traditional firms. In fact, among the OECD countries we have observed a declining role and power of traditional employer associations (Meardi, 2018). In Britain, they are particularly weak and irrelevant. On the contrary, the co-operative associations have not lost ground, at least in the countries where they have always been strong. This is also, at times, the case elsewhere. For instance, in China, the national cooperative association is especially large and politically strong (although not independent from the Communist Party), and this may be a good omen for the future of the Chinese cooperative movement (Bernardi and Miani, 2014) in many sectors, including healthcare (Bernardi and Greenwood, 2014).

Unfortunately, the theme of company associations or meta-organizations (Berkowitz & Bor, 2018) has not received the interest it deserves in the management literature, despite the several positive spillovers that they can generate. The focus is usually on the role of employer associations in collective bargaining (Sheldon et al., 2016), although the activities to be shared among firms are several and range from research and development to marketing, insurance, lobbying and external relations. Here, the cooperative sector in Italy is not lagging behind its capitalist counterpart. As well, when conventional firms need to set up a meta-organization, this is often done in the form of a cooperative consortium for a transparent control.

Either way, it is thanks to the public authorities and the cooperative organizations that many firms (and their workforces) have survived a destiny of termination, failure or delocalization. External actors and events play a crucial role, and this is confirmed by studies of successful (Marens et al., 1999; Yıldırım, 2021) and failed WBOs (McCollom & Gillette 1993). In a Darwinian perspective, this might appear unnecessary if not a threat to competition. However, the recovered factories once reorganized are subject to normal competition and market forces, hence, they do not represent a permanent anomaly. Furthermore, the same grants for worker-owned firms are available to everybody to do business adopting a cooperative legal form. And conventional firms are certainly free to make good use of their employer associations, as well as the many standard financial institutions available to them (Zevi, 2011).

4. Conclusions

This analysis has allowed for tracing in Italy, from 1985 until today, 323 cooperatives set up through worker-recuperated company acquisitions. Hence, it has been possible to closely study the effectiveness and features of the phenomenon based on the widest sample of Italian recovered companies carried out to date. The sectoral and geographic analysis confirms the conclusions of the previous studies (Vieta et al., 2015; Monni et al., 2017) highlighting a clear concentration of WBOs in the Central and North-Eastern regions of Italy and in the manufacturing sector. Moreover, the average lifespan of the cooperatives set up before 2003 (more than 15 years), as well as the survival rate (about 71%) for WBOs founded beginning from the same year, are witness to the economic and social success of this opportunity to manage and respond to company crises. The active recovered companies today employ 4,000 workers and generate a total turnover of about €472 million.

Two institutional elements appear to have played a major role - the favourable legal framework with the key role of the institutional funders and the presence and membership of the cooperative associations. The recovered companies that belong to, or belonged to, the main Italian cooperative associations during their years of activity make up more than 63% of the total sample and 88% of the active companies. As regards the balance performance and the survival rate and average lifespan, the study shows how the member companies, over the years, have recorded much higher results than non-members.
In conclusion, the active policy to safeguard employment, fostered in Italy by the Marcora Law, becomes highly important in the light of the evidence presented here and of the recent more evolutions in the national and international social and economic contexts. It is, in fact, realistically foreseeable that a good percentage of Italian SMEs will have difficulties in overcoming the catastrophic consequences of the COVID-19 emergency. This poses the need for a more in-depth knowledge of the WBO phenomenon and its implications. Therefore, in the light of these results, a further, more detailed study on this should be carried out.
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Abstract. This paper is aimed at studying measures undertaken by financial institutions in the territory of Poland in the scope of adjusting the credit process to assumptions presented in the Regulation (EU) 2020/852 of the European Parliament and of the Council of 18 June 2020 on the establishment of a framework to facilitate sustainable investment, commonly referred to as Taxonomy. The problem analysis was conducted based on data for companies employing more than nine persons between 2018 and 2021, that is, at the stage before and during the implementation of Taxonomy. In compliance with the obtained results, no distinct correlations were noticed between a change in the value of credits and loans in non-financial entities and changes in the number of entities, the value of revenues and profits in preferred industries, which shows a low level of Taxonomy's implementation in credit procedures. A positive correlation was noted only in the total revenues of industries covered with research with an overall value of credits. Furthermore, turbulence related to the COVID-19 pandemic, which changed the business environment of banks and the image of Polish entrepreneurship, is also crucial. Even though in the described models, the impact of the COVID-19 pandemic on studied relations proved to be statistically insignificant, differences and deviations are visible in each studied area. Introduction of Taxonomy assumptions to banking strategies, although 'unpopular' and lacking in marketing, may effectively support the sustainable development of Polish companies in the long term. The nine groups of entities indicated in Taxonomy constitute the beginning; however, the list will probably be gradually extended and supplemented with other groups, thus creating a synergetic system supporting the achievement of sustainable development objectives. Effective communication of main assumptions of taxonomy and their implementation in other areas of the business environment of Polish companies is also an important issue. Furthermore, they can be used to develop a better-oriented economic policy supporting green finance, favouring the establishment of green and sustainable entrepreneurship.
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1. Introduction

The idea of sustainable development encourages contemporary communities to reflect on the correlations between business, people and understanding of ecosystems and technological aspects as integral parts shaping the image of the contemporary world (Allen et al., 2019). Sustainable development refers not only to issues concerning monitoring and controlling the impact on the environment of various types of organizational practices, processes and products but is also related to protecting the wealth of global natural resources to equally ensure its accessibility for future generations (Docherty et al., 2008; Capasso et al., 2019; Chehabeddeine et al., 2022). In the literature, the necessity to verify and extend the approach to sustainable development in management and business education is more and more often indicated, especially in the scope of identification and security of complex relations between communities and organizations and the natural environment (Sherman, Hansen, 2010; Coleman, 2013; Kurucz et al., 2014; Setó-Pamies, Papaoikonomou, 2016). Green growth can be implemented by increasing expenditures on research and development and innovation processes (Lin, Zhu, 2019), engagement of funds in sustainable activity (Mohamed et al., 2014), and introducing grants and tax incentives (Chang et al., 2020), creating conditions favouring long-term green investment (Guo et al., 2018; Adeel-Farooq et al., 2018), creating the green financial system (Zhang, Wang, 2019; Nassar, Strelkowski, 2022), including growing the green bonds market (Ngwenya, Simatele, 2020). One of the manners of supporting sustainable development constitutes the introduction of preferential terms and conditions of crediting for companies meeting criteria stipulated in the Regulation (EU) 2020/852 of the European Parliament and the Council on the establishment of a framework to facilitate sustainable investment, commonly referred to as Taxonomy. Taxonomy defines detailed parameters of classification of economic activity in terms of impact on adaptation to climate changes, or limitation of formation of these changes and allows uniform standardization of assessment of economic activity as environmentally sustainable. Among the main objectives of Taxonomy's implementation, the following ones should be specially indicated: limiting climate changes, adapting enterprises to climate changes, protection of water and marine resources, transition to a circular economy, pollution prevention and control, as well as protection and restoration of biodiversity of ecosystems. Addressees of provisions included in the aforementioned Regulation are, primarily: regulatory authorities of member states obliged to establish instruments and provisions necessary for the implementation of Taxonomy, companies operating in industries indicated in Taxonomy and financial market entities offering financial products and services defined as sustainable. Therefore, Taxonomy is a kind of a map facilitating navigation on the path to sustainable financing of the economy so that selected groups of enterprises direct their investment to sustainable, low-emission industries favourable to climate protection and biodiversity (Kotecki 2020). Support in the scope of sustainable development of enterprises is executed by constructing mechanisms of preferential financing of green investments (Mazzanti, 2018). Financial market entities have been obliged to include preferential financing terms and conditions in their business strategies for companies that meet the assumptions implemented by technical qualification criteria. This paper discusses whether, in the period of adaptation and introduction of Taxonomy into Polish banking, a significant trend concerning the gradual implementation of preferential terms and conditions of crediting for companies operating in sustainable industries has been noted. As a measure of implementation of pro-ecological parameters, the total value of credits and loans in non-financial enterprises, in industries indicated in the Regulation, employing 10 and more persons, operating in the territory of Poland in the years 2018 – 2021 (in 2021, the analysis covers first six months of the year), that is, in the period before and during the implementation of Taxonomy, has been adopted. As parameters characterizing the sustainable development of studied entities, the value of revenues and profit and the size of companies in particular groups have been adopted. Implementing Taxonomy assumptions in banking requires activating a series of pilot and informative measures, which should be reflected in the growing credit and financial parameters of the studied group of enterprises and the growing number of these entities. An important factor that influenced the implementation of Taxonomy in banking was the pandemic, which forced most financial entities to introduce frequent and unexpected changes to credit strategies. Numerous restrictions in the scope of the possibility of conducting specific forms of activity caused redirecting the attention of banks to the introduction of procedures securing the risk of crediting groups of enterprises at risk of insolvency. During the pandemic,
companies that belong to industries affected by bans and restrictions in activity faced rejection or difficulties in obtaining credits and loans much more frequently than companies operating in industries in which no restrictions were introduced. This situation was a consequence of avoiding financing entities included in the so-called 'list of COVID PKD', in particular, in the case of the following PKD: hotels, tourists, travel agencies, catering, restaurants, bars, event companies, exhibition companies, concert and entertainment companies, cultural institutions, cinemas, sports, recreation and swimming pools (Kamiński, 2021).

This paper analyses a group of enterprises of five of nine industries indicated in Taxonomy: industrial processing, transport, construction, information and communication, and professional, scientific and technical activity. Industrial processing is a sector responsible for approximately 21% of the European Union's direct emission of greenhouse gases. It is also a critical sector which has to limit greenhouse gas emissions. At the same time, transport consumes one-third of the whole energy in the European Union and is responsible for approximately 23% of the total direct emission of greenhouse gases. Decarbonization of the fleet and transport infrastructure is executed by focusing activities on limiting primary sources of emissions from this sector and simultaneously taking into account the need to apply solutions of lower levels of emissions and developing infrastructure allowing clean mobility. The third analyzed industry - construction and building- consumes 40% of energy and 36% of the EU's carbon dioxide emission. New technological criteria of direct qualification trends of changes in construction to energy-saving and ecological solutions, especially concerning the construction of new buildings, renovations of already existing structures, installations of energy-efficient devices, renewable energy sources and provision of energy services. Companies operating in the group ‘information and communication’ are actively supporting sustainable development of other sectors by providing a series of solutions supporting decision making processes in the scope of limiting emission of greenhouse gases. The last of the studied groups, that is, enterprises operating in the sector ‘research, development and innovations’ support achievement of the assumption of sustainable development mainly by concentrating their activities on creating innovative solutions, processes, technologies and other products in the scope of reduction of greenhouse gases which are ultimately used by other sectors of the economy (EC 2021).

Green economic growth is the future direction (Song et al., 2019), the answer to climate change and ecological collapse, and one of the critical elements in achieving sustainable development (Capsasso et al., 2019). More and more governments have introduced restrictive environmental protection provisions and regulations (Soewarno, Tjahjadi, 2020). However, environmental benefits are often at odds with single business entities' economic efficiency (Pan et al., 2019). Various regions struggle with different developmental and environmental challenges (Guo et al., 2020), and the choice of a policy in the scope of sustainable development objectives remains at the discretion of a given country. In the phase of Taxonomy implementation in Poland, no explicit tendency to redirect the attention of banks and financial institutions to issues related to supporting the sustainable development of industries indicated in Taxonomy was disclosed. Indeed, innovations within green financial products are becoming an important factor of contemporary businesses (Chen, Hung, 2014), building green organizational identity (Chang, Chen, 2013) and achieving competitive advantage as well as SME effectiveness (Lin, Zhu, 2019), however, this is only the beginning of a long and difficult path full of sacrifices and compromises, which will allow modern societies to develop in compliance with seventeen objectives of sustainable development.

2. Theoretical background

Taxonomy is the first document which systematized economic activities by the level of their impact on environmental objectives and sustainable economy. Although it does not block the process of investing in activities detrimental to the environment, it is also a tool that grants additional preferences to the benefit of pro-ecological solutions and initiatives. A lack of standardized provisions defining which investments are recognized as sustainable environment leads to the abuse of ‘ecological’ marketing by organizations representing their activity
as environment friendly in a situation when a given activity is not, in fact, sustainable. Provisions included in the Taxonomy document aim to standardize and specify manners of identifying and supporting enterprises operating sustainably. They constitute a group of harmonized European principles, which allow systematic and permanent support of pro-ecological measures undertaken in the European Union (PARP, 2021); they aim to ensure the status of the first climatically neutral continent for Europe until 2050. Taxonomy constitutes a source of new regulations related to sustainable development and financing, and implementation thereof allows directing the flow of capital to economic sectors considering the environmental aspect. It impacts the financial market and the real sphere of the economy (Kotecki, 2020). According to the assumptions presented in the Regulation, economic activity can be considered sustainable if it meets at least four criteria (EC Europa, 2019):

- ensures a significant impact on the implementation of at least one out of six environmental objectives that it affects climate change mitigation, climate change adaptation, sustainable use and protection of water and marine resources, transition to a circular economy, pollution prevention and control, protection and restoration of biodiversity and ecosystems;
- is characterized by a lack of significant harm to other environmental objectives, and is compliant with technical criteria;
- is in alignment with minimum safeguards concerning social security and management.

Following technical qualification criteria for defining terms and conditions in compliance with which the economic activity is qualified as making a significant contribution to mitigating climate changes and defining whether this economic activity does not significantly harm other environmental objectives, nine types of economic activity are indicated, for which framework was defined allowing verification of pro-ecological nature of the activity and the use of preferential terms in the scope of financing sustainable development. The aforementioned groups of enterprises include entities operating in the following areas (EC, 2021):

- forestry,
- measures in the scope of environmental protection and rehabilitation,
- industrial processing,
- energy industry,
- water supply, sewage and waste management and remediation,
- transport,
- construction and activity related to real estate,
- information and communication,
- professional, scientific and technical activity.

Taxonomy and technical criteria of qualification can be optionally used by banks and other financial institutions to implement green financing strategy and report on the scope of the so-called green revenues, investment expenditures, sustainable assets and measures (EC Europa, 2019a). Assumptions presented in the Regulation standardize, unify and offer ready-made solutions for financial institutions in the scope of ESG (environmental, social and governance) risk management. Financial institutions are gradually levelling their exposure to this type of risk. On the other hand, the problem of costs of implementing proposed solutions, their maintenance and monitoring, and expenses related to the risk of crediting an innovative pro-ecological solution arise (Zioło, 2020).

It should be remembered that green finance does comprise not only financing environmentally safe measures but also a fundamental change in the way of thinking about finance. Financing public and private green investment and investment aimed at preventing, minimizing and compensating damages suffered by the environment and climate are only some areas defined as green finance. This term also covers financing policies on environment protection and mitigating and adapting to environmental changes, as well as particular financial system elements (Kotecki 2020). Banks, as financial institutions granting loans and credits to companies, play a unique role in estimating the risk and cost of the capital and making decisions on approving or rejecting a transaction. They also
have a possibility of introducing additional parameters for assessing an entrepreneur, giving preference to environmentally sustainable companies and introducing a negative assessment of transactions in the case of entities and investments, consequences of which may prove socially or environmentally detrimental (Zioło, 2020).

Increasing the effectiveness of banks' activities to benefit sustainable development requires changing business models so that they are primarily based on establishing sustainable value. Exchanging traditional business models for ecological ones is a complex process that banks must prepare in organizational, financial and legal terms (Fisk, 2010). Climate risk should be considered in critical areas of activity of financial institutions, such as business strategy, organizational structure, risk management and disclosures (Kotecki, 2020). Therefore, depending on the adopted business strategy, banks can be an accelerator or a barrier to changes in the direction of sustainable development (Busch et al., 2016). However, it is in commercial banks' interest that their strategies are increasingly specific in legal, economic and institutional terms in compliance with the green finance strategy of redirecting capital to a sustainable economy (Kotecki, 2020). In compliance with research conducted by EY and IIF, until 2019, only every third bank included the impact of climate risk on credit exposures (WEF, 2019). The indicated situation was related to a lack of market standards in the scope of used methodologies and tools for measuring the climate risk, the necessity to introduce changes in the strategy and the situation resulting from the COVID-19 pandemic (Kotecki, 2020). Sustainable banking stabilizes a financial system by permanently searching for a rational balance between particular stakeholders, considering ecological and environmental aspects and creating an environment favouring sustainable entrepreneurship development (Raczkowski, Zioło, 2017). Studies on the effectiveness of traditional and sustainable banks covering, among others, the size of assets and capitals, profitability or incomes of banks, indicate higher effectiveness of activities of sustainable banks (Shah et al., 2019). At the same time, the development of the financial sector favours sustainable economic growth, especially in the long term (Shah et al., 2019; Durusu-Ciftci, 2017). Environmental issues have been regulated in banking provisions to ensure the concurrent development of financial and non-financial entities. In May 2020, the European Central Bank (ECB) started consultations on the scope of taking into account the climate risk by financial institutions. ECB's expectations concerned, among others:

- taking the climate risk into account in the business strategy and risk management system,
- monitoring and reporting climate risk exposure,
- quantification of the impact of climate risk on monitored types of risk (primarily credit, market, liquidity and operational),
- estimation of the climate risk impact on capital adequacy,
- taking the climate risk into consideration at all stages of the credit process, valuation of securities and monitoring risk in the credit portfolio,
- development of scenarios taking into account climate risk for stress tests,
- taking climate risk into account in the liquidity risk management and calibration of liquidity buffers,
- disclosing important information and measures related to climate risk.

The above requirements aim to verify the resistance of banks' business models, estimate the level of incurred risk, and verify how climate risk influences the institution's capital position (Kotecki, 2020). At the end of May 2020, EBA completed guidelines for granting and monitoring credit facilities implementing the ESG agenda in the credit process. The guidelines indicate, among others, that financial institutions should assess the exposure of a borrower to ESG factors, especially related to climate risk and environmental threats (EBA, 2020). Whereas, Taxonomy is a document indicating the three most essential obligations of entities from the financial industry concerning transparency of offered products, in compliance with which (EC, 2021):

1) in the case of financial products used in investment in economic activity contributing to the achievement of an environmental objective, the entrepreneur applying for funding must disclose information about the purpose of investment and a detailed description of how and to what extent a given investment will be implemented within environmentally sustainable economic activity.
2) Suppose a financial product promotes an environmental aspect. In that case, meeting the terms and conditions included in point one is necessary. Additionally, the following statement must be attached to the application: ‘The principle 'do not cause severe damage' applies only to investments executed within the financial product, which consider the European Union criteria concerning environmentally sustainable economic activity.’

3) The following statement should be attached concerning other financial products: ‘Investments within this financial product do not consider the European Union criteria concerning environmentally sustainable economic activity.’

A lack of limited access to funds for companies that do not consider environmental aspects increase industrial activity, leading to further degradation of the environment and rising carbon dioxide emissions (Sadorsky, 2010; Shahbaz, 2015). Therefore, the financial sector should pursue funding and invest in environmentally friendly technologies and ventures aimed at limiting excessive use of natural resources (Yahya, 2022), as well as supporting the development of sustainable sectors.

3. Methodology

The assessment of taxonomy in credits and loans in selected industries is complex due to the short time series. For this analysis panel models were used. These models allowed the relationship assessment even though the time series are very short. With a cross-sectional time series, including 4-year data for five sections: (1) industrial processing, (2) transport, (3) construction and real estate activities, (4) information and communication, as well as (5) professional, scientific and technical activities, it was possible to evaluate the importance of taxonomy in credits and loans. Apart from panel models, basic measures of the structure and dynamics of phenomena were used.

Panel models may take the form of: models with decomposition of the intercept (FEM – fixed effects model) or models with random component decomposition (REM – random effects model). The FEM and REM models can generally be written as follows:

\[ y_{it} = m_i + bx_{it} + e_{it} \]

where:
- \( m_i \) - general intercept,
- \( b \) - structural parameter expressing the influence of the explanatory variable \( X \),
- \( x_{it} \) - realization of the explanatory variable for the \( i \)-th object in the \( t \)-th period,
- \( e_{it} \) - classical scene representation: \( E(e_{it}) = 0 \) and \( \text{Var}(e_{it}) = E(e_{it}) = 0 \ i \text{Var}(e_{it}) = S_e^2 \).

In the FEM model \( m_i \) is decomposed into intercepts (constants) for individual groups. The model has the form (Sucheczk, Antczak 2012):

\[ y_{it} = a_1 d_{1it} + a_2 d_{2it} + \ldots + a_k d_{kit} + bx_{it} + e_{it} = a_i + bx_{it} + e_{it} \]

where:
- \( a_i \) - specific intercepts,
- \( d_{ij} \) - zero-one variables, with value 1 when \( j = i \).

In the REM model \( m_i \) expresses random components. This model can be written (Greene 2008, p. 388):

\[ y_{it} = a + bx_{it} + e_{it} + u_t, \]
where:
\[ \text{E}(u_i) = 0, \text{Var}(u_i) = \sigma^2, \text{Cov}(e_{it}, u_i) = 0 \]

When analyzing the one-factor model (with group effects), the significance of the individual effects should be checked using the Wald test. The zero hypothesis assumes that the conditions imposed on the model (\( \alpha_1 = \alpha_2 = \cdots = \alpha_N = \mu \)) are the rules of the model and that model estimation should take place without individual effects. If \( p < \alpha \), the zero hypothesis is rejected for an alternative hypothesis, - individual effects appear. The validity of introducing individual effects into the model with random effects is verified by examining whether the variance of the random component is different from zero. The zero variance indicates the lack of variation of the individual component and its constant value for all test objects, which makes it possible to replace it with a common intercept. The LM test statistic is used to verify the hypotheses of the Breusch-Pagan test. If the test statistic converges to the distribution \( \chi^2 (1) \), then there is no reason to reject the zero hypothesis. If, on the other hand, the value of the test statistic exceeds the critical value, it is rejected, which suggests the significance of individual effects in the model with random effects (Witkowski, 2012).

Suppose all the assumptions for the models with fixed effects and models with random effects are met. In that case, deciding which model is better suited to the analyzed phenomenon is necessary. For this purpose, the Hausman test is performed, determining the nature of the specific effects. It examines the correlation between explanatory variables and random effects (Czyżewska, Staniszewski, 2016). A \( p \) value below the set limit level means that the model with fixed effects (with decomposition of the intercept) is better. The zero hypothesis says that the assumption about the independence of exogenous variables from individual effects is met, and the estimator of random effects is more effective. Rejecting the zero hypothesis means that the fixed effects estimator is unbiased and more efficient than the random effects estimator (Czyżewska, Staniszewski, 2016). Panel models were estimated with the use of the Gretl program. MS Excel and IBM SPSS Stastics 25.0 were used for the remaining analyzes.

4. Results and Discussion

The implementation process of assumptions included in Taxonomy is related to the necessity of undertaking a series of measures in the scope of adjusting strategy, provisions and parameters of the credit process of sustainable economic activity by Polish banks. Given the time that has passed since publishing the Regulation (EU) 2020/852 of the European Parliament and of the Council of 18 June 2020 on the establishment of a framework to facilitate sustainable investment until activating provisions included therein (18 June 2020 - 1 January 2022), banks and other financial institutions had almost two years to adjust procedures to the requirements of the Regulation. Work on the implementation of the new ecological approach in banking requires a lot of preliminary and preparatory work, which, in consequence, should be reflected in the growing number of companies and an increase in revenues, profits and credits in the case of entities acting in preferred industries.

In the years 2018-2021, non-financial entities for five studied sections, which in compliance with the Regulation (EU) 2020/852 of the European Parliament and of the Council of 18 June 2020 on the establishment of a framework to facilitate sustainable investment are covered with Taxonomy, constituted slightly over a half of the total number of enterprises employing at least 10 persons (table no. 1). This percentage remained at a similar level in the whole period – at the end of 2018 these entities constituted 53.1%, and at the end of the 1st half of 2021 – 53.7%. This share in each studied year was similar at the end of the 1st and the 2nd half a year. Whereas the number of entities operating at the end of December was by approx. 3 thousand higher than at the end of June – at the end of the 1st half of a year it amounted to 22.8-23.9 thousand, while at the end of the year – 26.5-26.9 thousand.
Over half of the entities covered with Taxonomy are non-financial enterprises representing industrial processing – their number in the studied periods approximated 12-14 thousand. While comparing the status at the end of a given half a year, changes in the number of entities in particular sections were small (apart from a few cases, they did not exceed 5% with regard to a previous analogous period, only for the information and communication section, at the end of the 1st half of 2019 the number of entities increased by 9%, and in the professional and scientific activity section – by 7%). Therefore, the pandemic period did not bring drastic changes in their case. However, it should be underlined that similarly to the total number of non-financial enterprises employing over 9 employees, also in sections covered with Taxonomy (in total), a small drop in the number of entities was noted. The upward trend also continued in the years 2020-2021 in the information and communication section and in 2020 in transport and warehouse management as well as a professional and scientific activity.

In the studied period, a decrease in revenues of non-financial entities was noted at the beginning of the COVID-19 pandemic – in the 1st half of 2020, compared with the 1st half of 2019, the total number of entities dropped by 5%. This decrease in entities covered with Taxonomy was even more significant – it reached 6%. This situation was different in different sections – while in the industrial processing revenues decreased by 8.7% and in transport and warehouse management – by 3.4%, in construction they increased by 3.7%, in information and communication – it increased by 4.2%, and in professional and scientific activity – it increased by 2.6%. Another year brought a significant improvement of the situation in this scope for non-financial enterprises in total (an increase of 18.6% in comparison with the 1st half of 2020 and by 12.4% in the 1st half of 2019), analogous increases (by 20.1% and 12.7%, respectively) concerning entities covered by Taxonomy. The strongest growth was noted in the case of revenues of companies from the industrial processing section (by 22.8% in comparison to the 1st half of 2020 and 12.1% for 2019), information and communication (by 18.3% and 23.3%, respectively) as well as Transport and warehouse management (17.2% and 13.2%, respectively). Per capita the most robust growth (1st half of 2021 vs 2020) concerned industrial processing (23.5%) and transport and warehouse management (22.9%). Revenues of enterprises covered with Taxonomy constituted slightly over half of revenues generated by non-financial entities, and this share was stable over time. Their value in the 1st half of a year reached on average approx. PLN 900
milliard, and in 2021 it exceeded PLN 1 billion. Whereas, at the end of the year it got approx. PLN 1.9 billion, and the year 2020 was no exception in this scope.

Table no. 2. Revenues of non-financial entities registered in Poland employing 10 persons or more – in total and covered with Taxonomy, in the years 2018-2021 (in the period between 1-6 and 1-12)

<table>
<thead>
<tr>
<th>Specification</th>
<th>2018</th>
<th>2019</th>
<th>2020</th>
<th>2021</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-6</td>
<td>1-12</td>
<td>1-6</td>
<td>1-12</td>
</tr>
<tr>
<td>IN TOTAL</td>
<td>1,695,798.1</td>
<td>3,645,426.7</td>
<td>1,809,167.7</td>
<td>3,834,527.8</td>
</tr>
<tr>
<td>including those covered with Taxonomy, in total</td>
<td>882,555.9</td>
<td>1,898,369.9</td>
<td>929,844.6</td>
<td>1,987,458.7</td>
</tr>
<tr>
<td>Industrial processing</td>
<td>652,177.9</td>
<td>1,355,801.0</td>
<td>682,963.4</td>
<td>1,412,678.9</td>
</tr>
<tr>
<td>Construction</td>
<td>65,359.0</td>
<td>175,537.7</td>
<td>85,341.9</td>
<td>190,185.2</td>
</tr>
<tr>
<td>Transport and warehouse management</td>
<td>78,623.7</td>
<td>175,537.7</td>
<td>85,341.9</td>
<td>190,185.2</td>
</tr>
<tr>
<td>Information and communication</td>
<td>54,677.6</td>
<td>121,409.0</td>
<td>59,430.4</td>
<td>129,069.9</td>
</tr>
<tr>
<td>Professional and scientific activity</td>
<td>31,717.7</td>
<td>70,084.5</td>
<td>34,166.0</td>
<td>79,316.8</td>
</tr>
</tbody>
</table>

% (in total = 100)

- Covered with Taxonomy, in total: 52.0, 52.1, 51.4, 51.8, 50.9, 51.3, 51.6
- Industrial processing: 38.5, 37.2, 37.8, 36.8, 36.3, 36.1, 37.6
- Construction: 3.9, 4.8, 3.8, 4.6, 4.1, 4.6, 3.6
- Transport and warehouse management: 4.6, 4.8, 4.7, 5.0, 4.8, 4.9, 4.8
- Information and communication: 3.2, 3.3, 3.3, 3.4, 3.6, 3.6, 3.6
- Professional and scientific activity: 1.9, 1.9, 1.9, 2.1, 2.0, 2.1, 2.0

Revenues per enterprise (in PLN billion)

- IN TOTAL: 37.54, 72.89, 40.50, 76.45, 39.07, 76.43, 47.88
- including those covered with Taxonomy, in total: 36.88, 71.49, 39.16, 73.94, 37.20, 72.79, 45.94
- Industrial processing: 50.12, 97.02, 53.90, 101.00, 50.28, 99.45, 63.52
- Construction: 15.44, 36.88, 16.54, 36.66, 17.40, 35.84, 18.61
- Transport and warehouse management: 29.41, 56.68, 32.28, 60.17, 31.15, 59.56, 38.28
- Information and communication: 33.08, 61.26, 32.94, 62.32, 33.63, 64.79, 39.58
- Professional and scientific activity: 13.44, 25.59, 13.56, 27.81, 13.78, 28.07, 16.20

Source: Financial results of business entities, Statistics Poland, Warsaw.

The year 2021 was exceptional in terms of the gross financial result of non-financial enterprises – in the 1st half of 2021, it reached over PLN 142 milliard, whereas, in the 1st half of 2020, it was lower by a half (approx. PLN 76 milliard), whereas, in the previous years it reached approx. PLN 90 milliard (table no. 3). At the end of 2020, the financial result of non-financial entities was slightly higher than for 1-12.2021 (approx. PLN 163 milliard). Entities from sections covered with Taxonomy generated the gross financial result constituting approx. 2/3 of entities in total – at the end of 2018 and 2019, it was 66.4-67.7%, in the 1st half of 2021 – 60.5%, a year earlier – 52.5%. In the 1st half of 2020, they noted a higher decrease than non-financial entities in total – it reached 28%, whereas a 66 per cent drop was recorded in transport, in industrial processing – 34%, in professional and scientific activity – 23%, while information and communication noted a 16 per cent increase and construction – 13 per cent.
Table no. 3. Gross financial result of non-financial entities registered in Poland employing 10 persons or more – in total and covered with Taxonomy, in the years 2018-2021 (in the period between January and June, and June and December)

<table>
<thead>
<tr>
<th>Specification</th>
<th>2018</th>
<th>2019</th>
<th>2020</th>
<th>2021</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-6</td>
<td>1-12</td>
<td>1-6</td>
<td>1-12</td>
</tr>
<tr>
<td>IN TOTAL</td>
<td>87,717.0</td>
<td>167,942.5</td>
<td>91,815.1</td>
<td>164,377.4</td>
</tr>
<tr>
<td>including those covered with Taxonomy, in total</td>
<td>51,968.1</td>
<td>111,521.9</td>
<td>55,209.1</td>
<td>111,332.5</td>
</tr>
<tr>
<td>Industrial processing</td>
<td>39,147.7</td>
<td>73,804.0</td>
<td>39,211.7</td>
<td>73,309.9</td>
</tr>
<tr>
<td>Construction</td>
<td>2,582.7</td>
<td>18,307.1</td>
<td>3,521.0</td>
<td>10,963.3</td>
</tr>
<tr>
<td>Transport and warehouse management</td>
<td>3,674.7</td>
<td>7,744.2</td>
<td>4,067.3</td>
<td>8,615.1</td>
</tr>
<tr>
<td>Information and communication</td>
<td>3,865.4</td>
<td>6,965.5</td>
<td>5,067.3</td>
<td>11,802.2</td>
</tr>
<tr>
<td>Professional and scientific activity</td>
<td>2,697.6</td>
<td>4,701.1</td>
<td>3,341.8</td>
<td>6,642.0</td>
</tr>
</tbody>
</table>

% (in total = 100)

<table>
<thead>
<tr>
<th>Specification</th>
<th>2018</th>
<th>2019</th>
<th>2020</th>
<th>2021</th>
</tr>
</thead>
<tbody>
<tr>
<td>covered with Taxonomy, in total</td>
<td>59.2</td>
<td>66.4</td>
<td>60.1</td>
<td>67.7</td>
</tr>
<tr>
<td>Industrial processing</td>
<td>44.6</td>
<td>43.9</td>
<td>42.7</td>
<td>44.6</td>
</tr>
<tr>
<td>Construction</td>
<td>2.9</td>
<td>10.9</td>
<td>3.8</td>
<td>6.7</td>
</tr>
<tr>
<td>Transport and warehouse management</td>
<td>4.2</td>
<td>4.6</td>
<td>4.4</td>
<td>5.2</td>
</tr>
<tr>
<td>Information and communication</td>
<td>4.4</td>
<td>4.1</td>
<td>5.5</td>
<td>7.2</td>
</tr>
<tr>
<td>Professional and scientific activity</td>
<td>3.1</td>
<td>2.8</td>
<td>3.6</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Gross financial result per enterprise (in PLN million)

<table>
<thead>
<tr>
<th>Specification</th>
<th>2018</th>
<th>2019</th>
<th>2020</th>
<th>2021</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.94</td>
<td>3.36</td>
<td>2.06</td>
<td>3.28</td>
</tr>
<tr>
<td>including those covered with Taxonomy, in total</td>
<td>2.17</td>
<td>4.20</td>
<td>2.32</td>
<td>4.14</td>
</tr>
<tr>
<td>Industrial processing</td>
<td>3.01</td>
<td>5.28</td>
<td>3.09</td>
<td>5.24</td>
</tr>
<tr>
<td>Construction</td>
<td>0.61</td>
<td>3.85</td>
<td>0.86</td>
<td>2.28</td>
</tr>
<tr>
<td>Transport and warehouse management</td>
<td>1.37</td>
<td>2.50</td>
<td>1.54</td>
<td>2.73</td>
</tr>
<tr>
<td>Information and communication</td>
<td>2.34</td>
<td>3.51</td>
<td>2.81</td>
<td>5.70</td>
</tr>
<tr>
<td>Professional and scientific activity</td>
<td>1.14</td>
<td>1.72</td>
<td>1.33</td>
<td>2.33</td>
</tr>
</tbody>
</table>

Source: Financial results of business entities, Statistics Poland, Warsaw.

Furthermore, for the whole year of 2020, a decrease in the gross financial result in sections covered with Taxonomy (7%) was higher than in financial entities in total (0.6%), and in transport amounted to almost half (47.6%). In industrial processing for the whole year, a decrease in the gross financial result was also noted – by 9.5%. Whereas, in the information and communication section in 2020 an increase was noted in comparison to 2019 – by 16.9%, however, in the previous year this increase reached 69%. Similarly, an upward trend was noted by the professional and scientific activity section (an increase by almost 10% in 2020 and by 41% in 2019). Construction reported an increase of 5.6%, although it 'started' from a low level and did not recover its position from 2018 when the gross profit reached in the whole industry approx. PLN 18 milliard, and per capita – PLN 3.85 million. Calculated per enterprise, in the 1st half of 2021, companies from the information and communication section are explicitly distinct (PLN 7.5 million), and this result is higher than at the end of 2020 (PLN 6.6 million) and approximately thrice as high as in the 1st half of 2018 and 2019.

Moreover, a high profit was noted per industrial enterprise (PLN 4.71 million per capita in the 1st half of 2021, 4.83 at the end of 2020, although this result remains lower than in previous years). Transport has been recovering – in the 1st half of 2021, the gross profit reached PLN 2 million per capita, which is four times more than in the previous year. The year 2021 brought a significant improvement in the financial result in the whole economy, including also enterprises covered with Taxonomy (table no. 3) – in comparison with the 1st half of 2020 this
increase more than doubled, and in the information and communication – it increased almost 2.5 times (in comparison with the 1st half of 2019 the increase was the highest, it was almost thrice as high). Due to the significant decrease in the gross financial result in transport, in the 1st half of 2021, this increase was the strongest – it was almost 4 times higher. However, compared with the analogous period of 2019, it reached 27%. Only construction and professional and scientific activity generated an increase lower than average in the sector of non-financial enterprises (however, their situation also improved in the 1st half of 2021 both in comparison with the analogous period of the previous year and in 2019). The value of liabilities of non-financial entities in total remains at a similar level in the studied period of time – approx. PLN 500 milliard, whereas at the end of the 1st half of 2018, it reached approx. PLN 450 milliard, in next 12 months – approx. PLN 480 milliard, and as of the end of 2019, it exceeded PLN 500 milliard (maximum for December 2020 – PLN 539 milliard) (table no. 4).

Table no. 4. Long-term and short-term credits and loans in non-financial entities registered in Poland employing 10 persons or more – in total and covered with Taxonomy, in the years 2018-2021 (status at the end of June and December)

<table>
<thead>
<tr>
<th>Specification</th>
<th>2018</th>
<th>2019</th>
<th>2020</th>
<th>2021</th>
</tr>
</thead>
<tbody>
<tr>
<td>The total value of loans and credits (in PLN million)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IN TOTAL</td>
<td>459,386.4</td>
<td>482,108.8</td>
<td>482,132.5</td>
<td>515,106.0</td>
</tr>
<tr>
<td>including those covered with Taxonomy, in total</td>
<td>256,636.6</td>
<td>262,859.3</td>
<td>260,613.5</td>
<td>273,737.4</td>
</tr>
<tr>
<td>Industrial processing</td>
<td>148,780.8</td>
<td>157,645.1</td>
<td>161,973.1</td>
<td>167,922.9</td>
</tr>
<tr>
<td>Construction</td>
<td>18,531.7</td>
<td>13,613.4</td>
<td>18,241.4</td>
<td>15,388.5</td>
</tr>
<tr>
<td>Transport and warehouse management</td>
<td>31,090.8</td>
<td>32,167.7</td>
<td>26,923.8</td>
<td>32,966.1</td>
</tr>
<tr>
<td>Information and communication</td>
<td>44,055.9</td>
<td>41,490.9</td>
<td>36,106.6</td>
<td>39,714.8</td>
</tr>
<tr>
<td>Professional and scientific activity</td>
<td>14,177.4</td>
<td>17,942.2</td>
<td>17,368.6</td>
<td>17,745.1</td>
</tr>
<tr>
<td>% (in total = 100)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Covered with Taxonomy, in total</td>
<td>55.9</td>
<td>54.5</td>
<td>53.1</td>
<td>54.3</td>
</tr>
<tr>
<td>Industrial processing</td>
<td>32.4</td>
<td>32.7</td>
<td>33.6</td>
<td>32.6</td>
</tr>
<tr>
<td>Construction</td>
<td>4.0</td>
<td>2.8</td>
<td>3.8</td>
<td>3.0</td>
</tr>
<tr>
<td>Transport and warehouse management</td>
<td>6.8</td>
<td>6.7</td>
<td>5.6</td>
<td>6.4</td>
</tr>
<tr>
<td>Information and communication</td>
<td>9.6</td>
<td>8.6</td>
<td>7.5</td>
<td>7.7</td>
</tr>
<tr>
<td>Professional and scientific activity</td>
<td>3.1</td>
<td>3.7</td>
<td>3.6</td>
<td>3.4</td>
</tr>
<tr>
<td>Value of loans and credits per enterprise (in PLN million)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IN TOTAL</td>
<td>10.17</td>
<td>9.64</td>
<td>10.79</td>
<td>10.27</td>
</tr>
<tr>
<td>including those covered with Taxonomy, in total</td>
<td>10.72</td>
<td>9.90</td>
<td>10.97</td>
<td>10.18</td>
</tr>
<tr>
<td>Industrial processing</td>
<td>11.43</td>
<td>11.28</td>
<td>12.78</td>
<td>12.01</td>
</tr>
<tr>
<td>Construction</td>
<td>4.38</td>
<td>2.86</td>
<td>4.44</td>
<td>3.20</td>
</tr>
<tr>
<td>Transport and warehouse management</td>
<td>11.63</td>
<td>10.39</td>
<td>10.18</td>
<td>10.43</td>
</tr>
<tr>
<td>Information and communication</td>
<td>26.65</td>
<td>20.93</td>
<td>20.01</td>
<td>19.18</td>
</tr>
<tr>
<td>Professional and scientific activity</td>
<td>6.01</td>
<td>6.55</td>
<td>6.90</td>
<td>6.62</td>
</tr>
</tbody>
</table>

Source: Financial results of business entities, Statistics Poland, Warsaw.

 Enterprises from sections covered with Taxonomy declared related liabilities at a level slightly above half of credits and loans of the total number of non-financial entities employing at least 10 persons; however, this share was somewhat decreasing in consecutive periods (apart from the 1st half of 2021 – 54.3%), and currently is the lowest in the studied period (51.2%). The value of these liabilities in sections covered with Taxonomy at the end of June 2021 reached PLN 263 milliard, and as calculated per enterprise – PLN 11.5 million (that is, it was at a
similar, slightly lower level than in the previous year). For comparison, in the total number of non-financial companies at the end of the 1st half of 2020 and 2019, the value of credits stayed at a similar level (approx. PLN 12 million), although, in comparison with 2019 an increase by 11% was noted (that is, analogous as for sections covered with Taxonomy). In the 1st half of 2021, in areas covered with Taxonomy in comparison with the identical period in the previous year, generally speaking, a decrease in the value of credits and loans (in total and per capita) was noted, the only exception being transport and warehouse management, where the upward trend also continued in 2021 (an increase by 5% for their general value and 10% per capita), which started in the 1st half of 2020. Whereas, in sections: information and communication and Professional and scientific activity in 2020, the value of credits hardly changed, and in 2021 – it dropped in comparison with the 1st half of 2020 by 20-25% (table no. 4). Figure no. 1 shows that generally speaking, non-financial entities covered with Taxonomy maintained per capita liabilities due to credits and loans at a comparable level (only slightly higher) as for entities in total, whereas, at the end of a year their amount was somewhat lower than in the half of a year, and in the 1st half of 2021 – by approx. 5% higher than for entities in total.

![Figure 1](source: Financial results of business entities, Statistics Poland, Warsaw.)

Credit commitments (per capita) of construction enterprises and enterprises running professional and scientific activity are significantly below average for sections covered with Taxonomy. Their level was relatively stable in the studied period (figure no. 1). Credit commitments in the industry were also slightly above average, yet, at quite a steady level. Whereas in transport and warehouse management, these commitments were until the end of 2019 at an average level, although the pandemic affected this sector – 2020 and 2021 are the years of growing credit commitments. Different trends concern the information and communication section, which in the 1st half of 2018 was the most significantly encumbered with credits and loans – per capita they reached over PLN 25 million; however, at the end of 2018, they decreased to approx. 20 million and at this level, more or less, stayed until the end of the 1st half of 2020, and in the consecutive periods they dropped to approx. PLN 15 million per capita achieved a level similar to transport, warehouse management, and industrial processing.
By comparing data concerning credits and loans with the financial result of enterprises (figure no. 2) it can be noticed that changes in the value of credits and loans for sections covered with Taxonomy (in total, marked with a continuous line) had weaker correlation with the gross financial result than in the case of a total number of non-financial entities. The COVID-19 pandemic changed regularities in this scope. In the 1st half of 2020 the financial result decreased, while the value of credits and loans increased and at the end of 2020 the situation was opposite (an increase in the gross profit – higher in sections covered with Taxonomy, a decrease in the value of credits). At the end of the 1st half of 2021, the growth rate of profit (for the total number of companies and companies covered with Taxonomy) was higher than in the previous year; however, simultaneously, the value of credits also increased a little, whereas the discrepancy between dynamics of the increase in the financial result and credit commitments was higher in entities covered with Taxonomy than in the total number of non-financial entities (figure no. 2).

Figure no. 2. The value of credits and loans vs financial result – in total and in sections covered with Taxonomy, in the years 2018-2021 in total (per enterprise)

Source: Financial results of business entities, Statistics Poland, Warsaw.

In particular, in sections covered with Taxonomy, these relations had different courses (figure no. 3). In the case of information and communication as well as professional and scientific activity, the dynamics of the financial result were similar to the values of credits and loans, but the direction of changes was opposite.
Figure no. 3. The value of credits and loans (right axis) vs financial result (left axis) in particular sections covered with Taxonomy, in total, in the years 2018-2021 (per enterprise)

Source: Financial results of business entities, Statistics Poland, Warsaw.
Similar, although not that strong, tendencies were noted for the second section. Whereas, in transport, until 2019, both amounts stayed at more or less the same level, while in the 1st half of 2020, the financial result plummeted and credits increased. In consecutive periods the financial result was growing significantly faster than the value of credits and loans. Similar, although not that strong, tendencies were noted for industrial processing. The situation in construction was completely different since at the end of the 1st half of a year, the financial results were significantly lower than at the end of a year, and the value of credits and loans – was higher. These changes were massive at the beginning of the studied period (until June 2019), and these changes were minor. However, the seasonal character is still visible both in the profit value and credit commitments (figure no. 3).

The gross financial result per enterprise \((\text{FinancialResults}_{pc})\) is negatively correlated with the value of credits per capita \((B = -0.333; p = 0.0002)\) – it is higher when the value of credits per capita is lower. Ceteris paribus the gross financial result is on average lower by PLN 0.333 million when the value of credits and loans per enterprise is higher by PLN 1 million (table no. 5). It should be remembered that the model is estimated on the grounds of a time and cross-section trial, and takes into account diversity between sections. The zero-one variable has also been included, taking the value of 1 for the 1st half of a year. Its importance is also statistically significant \((B = -1.024; p = 0.0018)\). The zero-one variable distinguishing pandemic periods has also been included in the model; however, its impact has not proven to be statistically significant.

This model was estimated with a fixed model method (the validity of this choice is confirmed by the results of F-test \((p < 0.0001)\) and Hausman Test \((p < 0.0001)\)). The estimated model explains the variability of the gross financial result at 80.8%.

<table>
<thead>
<tr>
<th>Table no. 5. Results of per capita financial result model – model 1: Financial Results_{pc} = f(Credits_{pc})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(B)</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>const</td>
</tr>
<tr>
<td>Credits_{pc}</td>
</tr>
<tr>
<td>U01</td>
</tr>
</tbody>
</table>

LSDV \(R^2\) 0.8077
F-test \(F(4; 28) = 16.360; \ p < 0.0001***\)
Joint test on named regressors \(F(2; 28) = 20.090; \ p < 0.0001***\)
Hausman Test \(x^2 (1) = 25.333; \ p < 0.0001***\)

\(B\) – regression coefficient, \(S(B)\) – standard error, \(t\) – t-statistics, \(p\) – probability in the t test. U01 – binary variable, \(x = 1\) for the 1st half of a year. Estimation method – fixed model.

While discussing the potential of sections covered with Taxonomy (the level of their development), one may also use revenues generated from the entire activity. Total revenues \((\text{Revenues})\) are positively correlated with the general value of credits \((B = 6.123; p < 0.0001)\) – ceteris paribus, the total value of credits higher by PLN 1 million is related to total revenues higher on average by PLN 60,123 million (table no. 6). Zero-one variable taking the value of 1 for the 1st half of a year is statistically significant. The zero-one variable distinguishing pandemic periods has also been included in the model; however, its impact has not proven to be statistically significant. This model was estimated with the CLS method (validity of this choice is confirmed by the results of F-test \((p = 0.2121)\)). The estimated model explains the variability of the gross financial result at 87.4%.
Table no. 6. Results of total revenues model estimation – model 4: \( \text{Revenues} = f(\text{Credits}) \)

<table>
<thead>
<tr>
<th>( B )</th>
<th>( S(B) )</th>
<th>( t )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>52370.4</td>
<td>43946.8</td>
<td>1.192</td>
</tr>
<tr>
<td>Credits</td>
<td>6.123</td>
<td>0.427</td>
<td>14.350</td>
</tr>
<tr>
<td>U01</td>
<td>-191807</td>
<td>49199</td>
<td>-3.899</td>
</tr>
</tbody>
</table>

\( \text{LSDV R}^2 \) 0.8744
\( \text{F-test} \) \( F(2; 28) = 1.561; p < 0.2121*** \)
\( \text{Joint test on named regressors} \) \( F(4; 28) = 9.042; p < 0.0009*** \)
\( \text{Hausman Test} \) \( \chi^2 (1) = 1.472; p = 0.2251 \)

\( B \) – regression coefficient, \( S(B) \) – standard error, \( t \) – t-statistics, \( p \) – probability in the t test. \( U01 \) – binary variable, \( x = 1 \) for the 1\(^{st} \) half of a year. Estimation method – Panel CLS.

Analogous models were also constructed for the total gross financial result (table no. 7) and revenues per capita (table no. 8).

Table no. 7. Results of total financial result estimation model – model 2: \( \text{Financial Results} = f(\text{Credits}) \)

<table>
<thead>
<tr>
<th>( B )</th>
<th>( S(B) )</th>
<th>( t )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>36597.9</td>
<td>12762.1</td>
<td>2.868</td>
</tr>
<tr>
<td>Credits</td>
<td>-0.270</td>
<td>0.230</td>
<td>-1.176</td>
</tr>
<tr>
<td>U01</td>
<td>-10532.6</td>
<td>2585.1</td>
<td>-4.074</td>
</tr>
</tbody>
</table>

\( \text{LSDV R}^2 \) 0.8947
\( \text{F-test} \) \( F(4; 28) = 3.158; p < 0.0292*** \)
\( \text{Joint test on named regressors} \) \( F(2; 28) = 8.477; p < 0.0013*** \)
\( \text{Hausman Test} \) \( \chi^2 (1) = 7.485; p = 0.0062*** \)

\( B \) – regression coefficient, \( S(B) \) – standard error, \( t \) – t-statistics, \( p \) – probability in the t test. \( U01 \) – binary variable, \( x = 1 \) for the 1\(^{st} \) half of a year. Estimation method – fixed model.

Total gross financial result (\( \text{Financial Result} \)) is negatively correlated with the total value of credits (\( B = -0.270; p = 0.2494 \)); however, this correlation is not statistically significant (table no. 8). Zero-one variable taking the value of 1 for the 1\(^{st} \) half of a year is statistically significant. The zero-one variable distinguishing pandemic periods has also been included in the model; however, its impact has not proven to be statistically significant. This model was estimated with the fixed model method (validity of this choice is confirmed by the results of F-test (\( p = 0.0292 \)) and Hausman Test (\( p = 0.0062 \))). The estimated model explains the variability of the gross financial result at 89.5%.

Revenues per enterprise (\( \text{Revenues}_pc \)) are negative, yet, statistically insignificant, correlated with the value of credits per capita (\( B = -0.059; p = 0.9178 \) (table no. 7)). The zero-one variable taking the value of 1 for the 1\(^{st} \) half of a year has also been included. Its importance is statistically significant (\( B = -26.157; p < 0.0001 \)) – in the 1\(^{st} \) half of a year, the gross financial result is, on average by PLN 26.2 million lower. The zero-one variable distinguishing pandemic periods has also been included in the model; however, its impact has not proven to be statistically significant. This model was estimated with the random model method (validity of this choice is confirmed by the results of F-test (\( p < 0.0001 \)) and Hausman Test (\( p = 0.1167 \))).
Table no. 8. Results of per capita revenues model estimation – model 3: \( Revenues_{pc} = f(Credits_{pc}) \)

<table>
<thead>
<tr>
<th>B</th>
<th>S(B)</th>
<th>z</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>57.486</td>
<td>10.719</td>
<td>5.363</td>
</tr>
<tr>
<td>Credits_pc</td>
<td>-0.059</td>
<td>0.573</td>
<td>1.030</td>
</tr>
<tr>
<td>U01</td>
<td>-26.157</td>
<td>2.331</td>
<td>-11.220</td>
</tr>
</tbody>
</table>

LSDV \( R^2 \) 0.9397
F-test \( F(4; 28) = 50.225; p < 0.0001*** \)
Joint test on named regressors \( F \chi^2 (2) = 134.127; p < 0.0001*** \)
Hausman Test \( \chi^2 (1) = 2.468; p = 0.1167 \)

B – regression coefficient, S(B) – standard error, z – z statistics, p – probability in the z test. U01 – binary variable, x = 1 for the 1st half of a year. Estimation method – random model.

The conducted analysis indicates the lack of a visible trend in changing the strategy of banks to support the sustainable development of companies operating in areas shown in Taxonomy. The dynamics of the increase in the value of loans and credits in studied industries is similar to the dynamics noted in the case of companies in total. Furthermore, correlations between the value of credits and loans and the amount of revenues in the group of studied entities have not been confirmed. Admittedly, some previous studies indicate the importance of green innovations and green financing in increasing the profitability of enterprises and decreasing the risk (Lin, Zhu 2019); however, in other studies, it was stated that innovations in the scope of green products do not have a significant impact on the efficiency and results of an organization (Testa, D’Amato 2017; Trumpp and Guenther 2015). The financial market can effectively allocate funds, reduce financing costs and facilitate the acquisition of energy-saving technologies to lower environmental pollution (Tamazian 2009). Development of financial markets taking into consideration assumptions and guidelines in the scope of sustainable development actively promotes the use of environment friendly technologies (Yahya, Rafiq 2019) and an increase in enterprises whose activities meet the requirements presented in Taxonomy (Huchet-Bourdon et al. 2018), however, for the moment, measures undertaken by financial institutions in Poland to the benefit of sustainable development of preferred industries are not reflected in financial results of business entities. Moreover, the COVID-19 pandemic significantly disturbed financial and economic activity since numerous and long-term restrictions had harmed the implementation of ongoing projects and investment in new ones to benefit sustainable development (Anser et al. 2021; Yahya et al. 2021). Concerning the pandemic, ensuring progress in achieving sustainable development objectives slowed down in most countries, mainly due to the lack of additional financial support and the lack of favourable conditions for execution thereof (Barbier, Burgess 2020). Turbulences related to the COVID-19 pandemic changed the business environment of banks and the image of Polish entrepreneurship; therefore, although in the described models, the impact of the COVID-19 pandemic on the relation between credits and results of organizations operating in studied industries proved to be statistically insignificant, the differences and divergences are visible in each of the studied areas.

Conclusions

Taxonomy is a document that creates preferential areas of green financing, as envisaged, that should support sustainable entrepreneurship development. The transitional period between the publication date and the binding date of the document should be used by Polish banks to prepare and implement mechanisms allowing the full implementation of taxonomy assumptions in the processes of financing enterprises. Following the obtained research results, during the phase of implementing taxonomy in Poland, no distinct tendency to redirect the attention of banks and financial institutions to issues related to supporting sustainable development of preferred industries was observed, which indicated the necessity to verify and, ultimately, improve the flow of information in the scope of communicating the aim and assumptions of Taxonomy between financial and non-financial entities operating on the Polish market with the active support of the State’s economic policy. Among main research restrictions, in particular, the short period of data subject to the analysis (2018 – June 2020) should be indicated, resulting from the initial phase of introducing Taxonomy in banking. A critical issue impacting the
research results was also the COVID – 19 pandemic, which, due to the introduction of numerous restrictions in conducting business activity in Poland, directed the attention of banks to the introduction of procedures securing the risk of crediting groups of enterprises at risk of insolvency. Due to the lack of obligatory and long-term implementation, taxonomy and green finances were postponed. Nevertheless, since January 2022, taxonomy has been a binding provision which should be explicitly reflected in banking strategies and products. The analysis of the level and manner of Taxonomy's implementation in Polish banking will be the subject of research in another study, including the analysis of data for the first year when the document has been binding in Poland.
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Abstract. The cooperative governance model espoused in the democratic South African Constitution requires the three spheres of the local, provincial and national governments to coordinate their service delivery strategies and institutional plans to strengthen efficiency, coherence and accountability toward improving performance efficacy and the quality of citizens’ life. However, political and ideological contestations in a situation where different political parties are in power at national, provincial and local government levels result in the lack of alignment between the Integrated Development Plan and the National Development Plan, which denies citizens access to good quality services. This study reviewed various literature sources, governance policies and strategies to analyse whether the Integrated Development Plan of the City of Tshwane Metro Council under the governance of the multi-party coalition led by the Democratic Alliance can align with the National Development Plan, which is a creation of the African National Congress-led national government. A Qualitative approach informed the study, guided by a literature review to collate data and arrive at findings. The findings revealed a lack of alignment between the Integrated Development Plan of the City of Tshwane and the National Development Plan during the Democratic Alliance’s control, which results in a disjointed approach to planning; poor implementation of local government services; and slow social-economic development that hamper the improvement of the quality of lives of citizens in Tshwane Metropolitan Municipality, perpetuating societal inequalities. It is recommended that institutional and political leaders in the three spheres of government in South Africa, and the citizenry, should put ‘all hands on deck’ and work together for the betterment of the country, despite differences in political strategies and policy approaches.
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1. Introduction

The Democratic Alliance (DA) is a governing party in the City of Tshwane Metro Municipality and an official opposition party to the governing African National Congress (ANC) at national government level (Independent Electoral Commission, 2019). This analysis of the development planning peculiarities in Tshwane City, as run by the Democratic Alliance, is significant in order to assess how different ideological outlooks, policy directions and political agendas between the Democratic Alliance and governing African National have a bearing on the national developmental trajectory (African National Congress, 2007; National Planning Commission, 2011). The Integrated Development Plan (IDP) of a local municipality in South Africa is framed on a participatory democratic process at local government level, as promulgated in the Municipal Systems Act of 2000 to ensure that local communities are consulted to identify programmes and projects meant to improve service delivery (Republic of South Africa, 2000). Whilst the IDP process is a mandatory legal framework that enables community participation in local government planning of service deliverables, its formulation process is susceptible to challenges due to political and social contestations, thereby defeating its intended purpose of coordinating and consolidating local government services to promote and improve the quality of service delivery (Huchzemeter & Mayekison, 2003; Gauteng Provincial Government, 2006; Harrison, Skosana, 2006).

The IDP process in South Africa should be aligned to the strategic objectives and goals of the National Development Plan Vision 2030, which is a national policy guiding framework on how local governments are expected to provide and improve the quality of services when delivering electricity, waste management, water and other bulk services. Local government in South Africa is viewed as the coalface of improving the quality of citizenry’s lives in an endeavour to build a capable transformational and developmental state that is responsive to addressing the triple challenges of poverty, inequality and unemployment by underscoring local socio-economic development and governance prospects (National Planning Commission, 2012; Wust, 2022). In the City of Tshwane, the Democratic Alliance (DA) is presently the governing party in the metro municipal council, while the African National Congress (ANC), which is the national governing party that spearheaded the conceptualization of the National Development Plan, is in opposition benches together with the Economic Freedom Fighters (EFF) and other minority parties as per the local government election of 2016 (Independent Election Commission, 2016).

This study seeks to explore how the local government in the City of Tshwane, which is controlled by the Democratic Alliance, an opposition party at the national government level, aligns the city council’s Integrated Development Plan with the National Development Plan’s strategic objectives and goals. Alignment of the two important strategies for the improvement of service delivery for local citizens should be irrespective of the DA’s opposition to the governing ANC’s policies and strategies pertaining to governance in South Africa. The study is significant due to its critical analysis that the South African government is very effective in designing policy trajectory but poor on the implementation of agreed policies at the three spheres of national, provincial and local governments where there is a plethora of poor service delivery and protests across the country (Public Service Commission, 2018; Touchston & Wampler, 2014; Twala, 2014; Alexander et al., 2022). One mechanism to streamline performance efficiency and efficacy during the fourth administration in 2014 was to establish a specialized Ministry of Planning, Monitoring and Evaluation housed in the Presidency at an executive authority level to guide governance and institutional planning, as well as monitor and evaluate government’s programmes and projects across all spheres of government (Department of Monitoring and Evaluation, 2015; National Planning Commission, 2012). Institutionalized pathways and developmental trajectories are necessary to achieve the strategic objectives and goals of the National Development Plan Vision 2030 (National Planning Commission, 2012).
2. Theoretical Background

2.1 Developing a rationale for the analytical inquiry

The concept of 'new' national planning is utilised to describe the new environment in which the present generation of national development planning activities is taking shape. The "new" paradigm of national planning is defined by a paradigm shift towards more closely aligning plans with election cycles and locally set goals, while nevertheless taking into account new global norms. An Integrated Development Plan (IDP) is construed as a chief planning tool for municipalities, with the intended goal of ensuring a bottom-up consultative process between the ward councillors and citizens in a particular ward to identify and propose service delivery programmes and projects (Municipal Systems Act, 2000). Service delivery priorities such as water and sanitation; roads and storm water; refuse removal; environmental planning and management, alongside the bouquet of local economic development initiatives (i.e. tourism facilitation, economic facilitation, development and growth; investment promotion; social and welfare responsibilities, including power generation, electricity distribution and management; and running a bus fleet) are identified to guide and be embedded in the IDPs of local and metro municipalities (Skosana, 2006). The IDP should therefore guide integrated planning for service delivery within local government, and be consolidated for effective service delivery programmes and projects across all municipal wards.

A practical observation from the vantage point of being at the coalface is that consultative processes normally degenerate into a political competition between community members and ward councillors influenced by party political loyalties rather than the best interests of the citizens in a municipality. A consultative process with local citizens is critical to drive and guide the IDP planning process (Republic of South Africa, 2000). Moatshe (2020) posits that due to the nature of political contestations, consultative processes for service deliverables degenerate into local political infighting characterized by a culture of disruptions which impede the IDP process. Furthermore, the failure of local ward councillors to conduct the IDP process in a mature and non-partisan manner denies community members opportunities to contribute and become service delivery partners in the planning process. Local political contestations during the development of the IDP in a ward area impact negatively on service delivery and result in a lack or poor alignment of the IDP of the City of Tshwane Metro Council with the strategic objectives and goal of the National Development Plan, which is supposed to guide the public service planning and development of the country (National Planning Commission, 2012). Moreover, a lack of skills amongst local politicians at ward and local government levels to strategically guide their communities during the development process of the Integrated Development Plan in municipalities poses serious challenges to the realisation of the strategic objectives and goals of the National Development Plan, namely building a capable state that is responsive to community needs (Moatshe, 2020).

2.2 Problematizing performance challenges within the South African local government context

The City of Tshwane Metro, under the previous leadership of the African National Congress, has made great strides in improving local institutional integrated development planning by factoring in the City Development Strategy (Manuel, 2012). However, the apartheid legacy challenges such as poor quality of service delivery and lack of economic development in poor northern areas; unreliable power supply and management; lack of safety and security; HIV-AIDS; and lack of skills development amongst local citizens are still pervasive in the City of Tshwane (Skosana, 2006; Manuel, 2012). The Democratic Alliance in the Tshwane Metro is accused of failing to supply clean water to the poor area of Hammanskraal (Moatshe, 2020; Ramokgopa, 2018). The City of Tshwane Municipality re-directed financial expenditure to maintain well-resourced areas in the east of Tshwane; is unable to maintain infrastructure in township areas such as Ga-Rankuwa, Winterveldt and Mamelodi; and lacks the ability to revitalise local economic development for job-creation for local citizens (Mail & Guardian, 2019). The current governing Democratic Alliance faces a major challenge of legitimacy amongst poor black communities in the City of Tshwane as they were not outright winners in the 2016 local government election but assumed power
by cobbling together a minority coalition government that suffered major paralysis and collapsed in March 2020 (Pretoria News, 2020). While the Democratic Alliance blames the ANC’s policy of cadre deployment for poor service delivery in the three spheres of government, the Minister of Public Service and Administration rebuts the DA’s policies for not being in congruence with the strategic objectives of the National Development Plan to improve the quality of lives and services for the majority of South Africans (Masuabi, 2021).

The city's growing urbanisation necessitates a focus on sustainable and smart expansion. Tshwane is the most populous and economically significant metropolitan municipality in the country. For policy analysis, the jurisdiction tends to be a well-structured administrative jurisdiction with different state-urban development rules (Kumar & Dhote, 2021). However, the Democratic Alliance in the City of Tshwane has been limping from one governance, leadership and management crisis to another as it was forced to remove two mayors; suspend a municipal manager who is the accounting officer; faced work stoppage protests from workers affiliated to the South African Municipal Workers Union; and failed to carry out programmes which impacted municipal service delivery during its term of 2016 to 2021 (Moatshe, 2020). A major challenge for the Democratic Alliance in governing the City of Tshwane Metro is mistrust by the community as it is perceived to have undone the gains of the African National Congress-led previous administration’s efforts to improve the quality of life of black South Africans by being in opposition to affirmative action, employment equity and broad-based black economic empowerment policies (Democratic Alliance Manifesto, 2016). Community members in the City of Tshwane accentuate that the Democratic Alliance has positioned itself as an anti-African majority that does not align its governance policies and municipal strategies with the National Development Plan that seeks to improve the quality of life for black South Africans by creating decent jobs and improving their economic development prospects in an effort to build a capable state that is responsive to the social and economic needs of previously disadvantaged South African citizens (Ramokgopa, 2018; Masuabi, 2021).

3. Research methodology

Creswell (2014) posits that the qualitative research methodology encourages an in-depth review and analysis of data from written documentary sources like strategic plans, policy documents and textual materials like newspapers, journal articles and other documentary artefacts. Labuschagne (2003) mentions that one of the analytical methods that the researcher can employ is to identify and select relevant documents and examine them to synthesize data. Data from documents can be “organized into categories, themes and case examples using content or thematic analysis” (Angers & Machtmes, 2005:780). Additionally, Karppinen (2010) asserts that document analysis is an important data collection tool for policy and programmatic intervention improvement due to ease of access. Young (2003) reflects that social science researchers in favour of interviews and questionnaires have neglected document analysis. Atkinson and Coffey (2004:59) describe documents as “social facts that are produced, shared and used in socially organized ways”. A qualitative research approach was used to source policy documents, strategic and operational plans of the City of Tshwane Metropolitan Council and South African government, as well as newspapers articles to conduct an analytical description pertaining to the alignment of the Integrated Development Plan and National Development Plan. The intention is to assess whether efforts are made by the City of Tshwane Metro to deliver local government services in line with the developmental agenda of South Africa which can accrue socio-economic dividends for the local citizenry and improve their quality of life. The use of primary documentary sources was significant to gather first-hand insight into how institutional processes are generated and align to drive the societal development agenda at local and national government levels.

The literature review derived numerous themes from primary and secondary documents in order to analyse how the City of Tshwane and South Africa approach developmental planning and governance performance. The primary and secondary documentary analyses of collated data was significant to provide a picture of how the City of Tshwane aligns its strategic and pragmatic plans and activities with the National Development Plan,
which is an overarching strategy for South Africa to improve its quality-of-service provision and quest to achieve its national development goals. Document analysis focuses on written documents or materials not produced by the researcher but generated from primary and secondary sources within an institution (Bowen, 2008). Primary and secondary documents were sourced from the City of Tshwane’s strategic and annual performance plans for the past 15 years; national government policies and programmes pertaining to governance and planning; journal articles and recent newspaper articles. Analysed documents were the City of Tshwane’s Development Strategy by the previous African National Congress to improve local government services in the City of Tshwane; the city’s annual report of 2018/2019; South Africa’s diagnostic report of 2011; National Development Plan of 2012; and numerous journal and newspaper articles on the City of Tshwane. The following themes were generated: city development strategy for the City of Tshwane by the African National Congress; developing countries’ national development plans for countries’ developmental pathways; adoption of the National Development Plan in South Africa to guide local government processes and performance; alignment between City of Tshwane’s Integrated Development Plan and National Development Plan; and poor integrated approach to institutional planning between local and national spheres of governments in South Africa.

4. Results and Discussion

4.1 City Development Strategy for the City of Tshwane by the African National Congress

The City of Tshwane Metro adopted the City Development Strategy (CDS) in 2004 during the ANC’s governance of the metro council to coalesce institutional processes and tools with the Integrated Development Plan through their Tshwane Development Management Cycle, which seeks to enhance local service delivery activities (Skosana, 2006). The intention of the CDS, which was the brain trust of the governing African National Congress in the Tshwane Metro, was purposed to institutionalize local government planning to be responsive to community needs by improving the quality of municipal services; reducing levels of poverty in poor and neglected northern areas of the city like Soshanguve, Hammanskraal, Winterveldt, Mabopane and Ga-Rankuwa from the apartheid spatial planning legacy as they are inhabited by a majority of black people; and catering for inclusivity and equity for the improvement of living standards (After Cities Alliance, 2001). The Tshwane Development Management Cycle designed factor performance indicators in an effort to incrementalize institutional growth and learning in a manner that is innovative and coherent, and which seeks to achieve service delivery mandates guided by seven pillars, namely the development of poorer and neglected areas in the north of the city; strengthening economic activities; building social coherence; the application of sound financial planning and management fundamentals in local sectors of the economy; the development of strong municipal institutions; celebrating the municipality as a capital of the country; and monitoring the efficiency and efficacy of local services, i.e. local economic development, bulk services, water and electricity supplies, and the management of rates and utilities in local areas (Skosana, 2006).

4.2 Formulation of national development plans to frame the developmental pathways of some developing countries

In many developing countries that are on industrial development pathways, such as China, Malaysia, Ethiopia and Namibia, local government performance systems have been integrated and institutionalized within their national development plans (Department of Planning, Monitoring and Evaluation, 2018). Some of these countries have developed comprehensive plans with sector indicators, such as macroeconomic, productive, economic infrastructure, social, good governance and capacity building, that drive their five-year medium-term performance strategic targets. These strategic pillars and targeted plans are further supported by the highest level of political leadership and require public participation with strong accountability measures and consequence management for poor performance and the lack of service delivery. A priori is that systems and strategy alignment between local and national governments can streamline performance and improve institutional functionality and service deliverables (Liu et al., 2022).
Logical analysis is critical to evaluate how developing countries derived elements of good practices when institutionalizing national development planning in the developmental trajectory. The Ugandan government linked its Comprehensive National Development Planning Framework with national work plans and budgets to guide short, medium and long-term planning in their 30-year vision (Department of Planning, Monitoring and Evaluation, 2018). The Namibian government integrated its national plan to be driven by four strategic pillars, social transformation, economic progression, good governance and environmental sustainability, in an effort to strengthen its sustainable developmental approach (Carver, 2020, Office of the President, 2021). Furthermore, the Chinese government established the National Development and Land Reform Commission to be a central planning agency to execute state policies and involve local government to drive its developmental pathway and create prosperity for its citizenry (Department of Planning, Monitoring and Evaluation, 2018). The National Vision of Malaysia was divided into five-to-ten-year developmental phases to drive waves of development in different thematic and sector areas (Lee & Chew-Ging, 2017). Moreover, the Ethiopian Comprehensive Plan embedded five-year sectoral performance indicators in their overarching national development plan, driven and supported by political leadership at the highest governmental level (Bekele & Kjosavik, 2016). These developing countries’ national developmental models can assist local government in Tshwane to analyse the importance of aligning its Integrated Development Plan with the National Development Plan, which can encourage these two critical spheres of government to align service delivery and socio-economic developmental pathways rather than adopting a silo approach.

4.3 The National Development Plan in South Africa to guide local government processes and performance

South Africa’s National Development Plan (NDP) is conceptualised as a blueprint for a better and promising future for South Africans that requires institutional leaders and citizens to put ‘all hands on deck’ and work together for the betterment of the country. The National Development Plan (NDP) emphasizes the significance of improving the abilities of local government to fulfil its transformational developmental mandate (Department of Cooperative Government and Traditional Affairs, 2018). The NDP’s strategic objectives envision that Integrated Development Plans (IDPs) at the local government level should focus attention on the strategic and critical priorities of the NDP such as the improvement of spatial planning, infrastructure and basic services to improve quality and the living standards of the South African citizenry at local spheres of governance (National Planning Commission, 2012). The six strategic pillars that drive the National Development Plan in South Africa are: unity of South Africans around a common purpose; active citizenry through democratic participation; growing an inclusive economy; the need to improve capabilities; a capable and developmental state; and leadership responsibilities in resolving problems (De Lange, 2018). Deeper analysis reveals that all these six strategic pillars of the NDP are critical at the local government level to drive service delivery implementation and improvement through an Integrated Development Plan, which calls for alignment between these two institutional frameworks of governance and the management of public affairs. This means that irrespective of the political party that is governing a municipality, its IDP activities should align with the strategic priorities, objectives and goals of the NDP, notwithstanding the fact that such a party has its own different governance and service delivery strategy guided by its political and ideological outlook.

The governing African National Congress conceptualises its notion of a developmental state guided by its 2007 Strategy and Tactic policy document that framed Chapter 13 of the National Development Plan (African National Congress National Policy, 2007). A major emphasis of the National Development Plan characterises a developmental state that “brings about rapid and sustainable transformation in a country’s social and economic conditions through intensive, active and effective intervention in the structural causes of economic and social under-development” (National Planning Commission Diagnostic Plan, 2011: 409). Moreover, the National Development Plan conceptualises the state as being developmental by crafting policies which are meant to lift South Africans out of poverty, create sustainable jobs, and eradicate apartheid structural and societal inequalities. This requires the developmental state to be effectively capacitated and capable to drive transformational and developmental policies by improving institutions and infrastructure for optimal economic performance.
13 of the National Development Plan provides an over-arching guiding framework relating to the successful implementation of the NDP at local, provincial and national government spheres (National Planning Commission, 2012).

The National Development Plan (NDP) advances an idea of radical economic transformation within the structure of the South African society to realize socio-economic changes and the culture of society to dismantle dispossession and exploitation (National Planning Commission, 2012). The NDP envisions a South African society where opportunities are not determined by birth, but by education, potential and ability, and hard work. The National Development Plan accentuates cooperative relationships and governance across three spheres of national, provincial and local governments that are diffused to private, labour and civil society sectors (Department of Planning, Monitoring and Evaluation, 2018). A collaborative approach by the three spheres of local, provincial and national government is critical for the alignment of functions and powers, planning processes and budget allocation processes to strengthen service delivery and seamless governance which undermine bureaucratic stagnation. While national and local governments in Tshwane and across South Africa demonstrate pockets of good planning, the poor implementation and execution of policies have denied communities much needed economic development dividends and service delivery. Poor implementation and execution of policy mandates meant to drive socio-economic development and improve the quality of national and local government services resulted in the establishment of the National Planning Commission and Department of Planning, Monitoring and Evaluation to be strategic centres of comprehensive institutional planning frameworks to drive the developmental agenda and meet the goals of a democratic society (Republic of South Africa, 2013).

4.4 Poor alignment between the City of Tshwane’s Integrated Development Plan and the National Development Plan

In 2014, the South African government adopted the Medium-Term Strategic Framework (MTSF) to be a five-year implementation plan towards the achievement of the goals National Development Plan (Republic of South Africa, 2014). The MTSF intended to identify critical action plans to be undertaken in the five-year cycle of 2014-2019 across local, provincial and national government spheres which puts the country on a developmental pathway towards the achievement of the strategic objectives and goals of the National Development Plan Vision 2030. Departmental strategic plans and performance targets at all spheres of government are to accommodate and reflect performance indicators and targets set out in the Medium-Term Strategic Framework and National Development Plan (Department of Planning, Monitoring and Evaluation, 2018). While there are some green shoots of progress in economic, social and local government services in some departments in the City of Tshwane, such performance progress is minuscule and uneven across the City (City of Tshwane, 2019). Poor and a lack of cooperation across multiple departments, local government and governance stakeholders characterise poor implementation and the state of governance and management. Poor performance in the City of Tshwane is a consequence of too many strategic priorities in a currently poor economic environment. Moreover, a lack of an integrated and aligned approach across departments and institutional units results in poor and ineffective information systems to track, monitor and evaluate performance as per set NDP and local government targets (Ntshangase & Msosa, 2022).

4.5 Poor integrated approach to institutional planning between local and national spheres of government in South Africa

Twala (2014) and Touchton and Wampler (2014) postulate about the lack of synergies to guide integrated planning at inter-departmental and inter-governmental levels in South Africa, which undermine abilities to meet the strategic objectives of the National Development Plan for improved services provision, job creation and building an effective and capable state. This is due to the fact that local and national governments and their institutions operate in silos and do not liaise with each other, which makes it more challenging to align service delivery provisions and the improvement of local economic development opportunities in the City of Tshwane.
with identified strategic national priorities such as the provision of water and sanitation; building economic zones for job-creation; and allocating land infrastructure and bulk services for housing development (Ramokgopa, 2018; Department of Planning, Monitoring and Evaluation, 2018). The major impediments that cripple a strategic alignment between the City of Tshwane and national government plans and strategies are political contestations, policy dichotomy and ideological discordance between the Democratic Alliance and African National Congress. One may argue that the Democratic Alliance and African National Congress have divergent roadmaps for South Africa’s developmental pathway going in parallel and opposite directions. One roadmap leads to the developmental state guided by values of social democracy to liberate South Africa from its apartheid legacy, whilst the other is the neo-liberal path to maintain apartheid inequalities (African National Congress Policy Conference, 2007; Democratic Alliance Election Manifesto, 2019). Despite an intention of the National Development Plan to signify the integration and alignment of governmental and institutional planning in South Africa, government spheres at provincial and local levels persisted with institutional autonomy in their planning cycles, which failed to sequence government economic development and service delivery activities. The disjointed approach to developmental planning in the City of Tshwane and national government undermines optimal resource allocation and utilization, the consequence of which is not being able to measure and monitor government’s impact on improving the lives of citizens through its developmental agenda (Department of Planning, Motoring and Evaluation, 2018; Ramokgopa, 2018). Poor service delivery due to the lack of an integrated approach to spatial and institutional planning between the City of Tshwane and the national government dis-empowers the local populace, which in some instances results in the scapegoating of foreign nationals for the citizens' lack of jobs and economic opportunities (Mkhiza & Makau, 2018; Khoza, Mashele & Mukonza, 2021).

Conclusions

This study sought to analyse the development planning peculiarities in the city of Tshwane. The analysis from documentary sources revealed a lack of alignment between the Integrated Development Plan in the City of Tshwane and the National Development Plan during the Democratic Alliance’s control, which resulted in a disjointed approach to planning; the poor implementation of local government services; and uneven social-economic development, thus hampering the improvement of the quality of life of citizens in Tshwane Metropolitan Municipality and perpetuating societal inequalities. It must be noted that the dynamics of a local area are often not understood by the national government, which prevents it from creating policies that are appropriate for that area. Thus, the functioning of local governments is under intense political pressure from the national government. The local government structure’s independence might be compromised by this circumstance, which could also result in a concentration of political power. South Africa's numerous and complex development concerns need a holistic approach to preparing for the future. IDPs are essential tools for municipalities to use in identifying and addressing specific needs in both the urban and rural areas they serve. Conflicts and inefficiencies will undoubtedly arise if the national government's IDPs and those of other government domains are not coordinated or properly aligned. A municipality’s planning must thus be coordinated with and supplement the national government's development plans and strategies, as well as those of other impacted municipalities. Integrated Development Planning needs to also be developed into a process that is shared across the three domains of government. Moreover, both vertical and horizontal alignment ought to be enhanced so that it is the business of everyone. This should be done whilst simultaneously making sure that the community is aware of the potential and restrictions as a result of the resources that are available. In addition, the legislative and functional establishment of municipalities as independent organisations within a contained structure and boundary does not exempt them from the fact that in order to achieve their goals and be fully effective, the municipalities' interface with the other spheres of government must be carefully managed and optimised. Integration beyond municipal lines, as well as integration across other levels of government, is essential to both the success and the successful management of the Integrated Development Plans.
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Abstract. The concept of innovation potential is complicated and complex, its evolution is closely related to the concept of innovation. There are several approaches to define the innovation potential. Some scientists and researchers define innovation potential as a set of several resources, other scientists - as a result of innovative activity. The author is a supporter of the resource approach and explores the potential of innovation from the perspective of resources. There are several approaches to determining the innovation potential from the resource perspective, however, they are mostly intended for the evaluation of the innovation potential at the national level or at the level of large regions. In addition, most of the assessment methodologies are tailored to the analysis of specific regions and it is difficult to adapt them to the evaluation of other regions. Therefore, the author develops his own methodology for assessing innovation potential, adapted for NUTS3 regions, and uses it to assess the innovation potential of Latvian, Lithuanian and Belarusian regions. The given approach makes it possible to promptly evaluate existing resources and define opportunities, thus providing the region with a stable market position, especially within the regional context, which is required by the ever-increasing and fierce competition.
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1. Introduction

The modern regional economics is a complex management mechanism where various structural components interact. In order for the regional economics to develop effectively, transformations in the form of innovations are required. Therefore, the introduction of innovations is considered an essential factor in the social and economic development of any region.

* The article was developed within the ESF project No. 8.2.2.0/20/I/003 “Strengthening the Professional Competence of the Academic Staff in the Fields of Strategic Specialization of Daugavpils University, Round 3”. 
Regional cooperation problems have been supported by the implementation of various EU cross-border cooperation programs, e.g. European Neighborhood and Partnership Instrument 2007-2013, 2008; European neighbourhood instrument Cross-border cooperation programme Latvia - Lithuania - Belarus 2014-2020, 2015.

In the conditions of Covid 19, regional studies become even more relevant, as regional cooperation is difficult. Due to several reasons: epidemiological security measures limit the movement of people between countries, the operation of several institutions has been suspended or liquidated, several regional cooperation connections have been lost, which are quite difficult to restore even if the measures to limit Covid 19 are lifted.

As part of the study of the innovation potential of the regions of Latvia, Lithuania and Belarus, the author elaborated his evaluation methodology and, based on the results, analyzed the level of development of the innovation potential of the regions of these countries, which is extremely important to improve the competitiveness, image and recognition of these regions in the world, attract investments and improve the quality of life of the inhabitants of these regions.

The following materials were used to implement the research tasks: statistical data, data from various organizations engaged in the study of regional economic problems, research materials, as well as the works of various scientists and researchers.

2. Theoretical and methodological framework of innovation potential

The concept of innovation is multifaceted. In order to measure innovation, it is necessary to examine the definitions of the given concept in the scientific literature. Scientists distinguish various classical approaches, within the framework of which innovation is analyzed. One of them embraces changes, resources, processes, result (Schumpeter, 1939; Schlesinger Jr., 1986; Twiss, 1989; Chekulina & Tamakhina, 2011; Freeman, 1995, 2017; Zhits, 2007; Danko, 1999; Porter & Stern 2002; Hudakova, Fila & Marosh, 2018; Zhizhlavsky, 2011; Zhollnierski, 2005; Alekseyev, 2009; Pichlak, 2012; Chehabeddeine, Grabowska & Adekola, 2022; Atwa, 2022; Davies, Gann & Douglas, 2009; Waldron & Wetherbe, 2020; Prud'hommé van Reine, 2022; Sinclair-Desgagne, 2022; Acemoglu, Akcigit & Celik, 2022; Agarwal et al., 2022; Andriushchenko et al., 2022; Birkner, Meszaros & Szabo 2022; Bora, Brazda & Sliva 2021; Bychin, 2022; Cantarelli & Genovese, 2021; Carlström, 2022; Erdin & Caglar, 2022; Farrow, 2021; Franco et al., 2022; Gijon, Lozano & Molina, 2022; Giuliano et al., 2022; Heilala, 2022; Jaiswal et al., 2022; Kivosheya, 2022; Kulakov, Verstina & Meshcheryakova, 2022; Langham & Paulsen, 2020; Liu & Shao, 2022; Mikelson et al., 2022; Nikina-Ruohon, 2022; Paraska et al., 2022; Repeshko, 2022; Rodivilov, 2022; Saloff-Coste, 2022; Samson, Ellis & Black, 2022; Sawalkar et al., 2022; Sheffield, Kars Unluoglu & Jarvis 2022; Shvets & Dubiei, 2021; Sundaram, Murgod & Sowmya, 2022; White, 2022).

Latvia has adopted the following definition of innovation (Ministry of Economy of the Republic of Latvia 2019): “Innovation is a process in which new scientific, technical, social, cultural or other ideas, developments and technologies are implemented in a market-demanded and competitive product or service”. Definition of the Law on scientific activity of the Republic of Latvia – innovation is the implementation of new scientific, technical, social, cultural or other ideas, developments and technologies in a product or service.

Economic theory and practice widely use the concept of innovation potential. Anyway, the definition of the management and development of the innovation potential is still under discussion.

The idea of “innovation potential” is introduced by Freeman (1995), by which the scientist understands the systems’ growth, using measures for development of production, economic, social and organizational potentials, their acquisition and performance.
The practical aspect of the concept of innovation potential is reflected in Drucker’s works, in which he studies the sources of modern industrial development (Drucker 2009). For example, he notes that innovation begins with the analysis of existing potential in order to use it effectively.

Researchers provide different definitions of innovation potential:

- Zhits (2007) understands with the innovation potential the economic resource amount, which may be used in the society for own development at the given moment. He mentions scientific-technical, educational potential and investment potential. The set of these factors, according to Zhits, constitutes the innovation potential of the macrosystem;
- Danko (1999) defines the innovation potential as accumulated specific amount of information about scientifically technical work, invention, the results of the introduction of design developments, new techniques and products;
- Porter and Stern (2002) understand the national innovation potential as the ability of the national economy to develop and commercialize the flow of new technologies in the long term. Thus, only technological innovations are considered within this approach. According to the authors, the national innovation potential consists of three main parts: the national innovation infrastructure, the economic environment (innovation clusters), the connection between clusters.
- Poznanska (1998) claims that innovation potential is the ability to effectively implement innovations, i.e. new products, new technologies, organizational methods and marketing innovations. Potential understood in this way depends on four main elements: financial potential, human potential, material potential, knowledge;
- Hudakova, Fila and Marosh (2018) considers the innovation potential of regions as the main source of their competitiveness for achieving their economic, social and environmental goals;
- Zhizhlavsky (2011) understands innovation potential as a description of the existing innovation environment, in which innovations are created, developed and implemented;
- Zholnierski (2005) recognizes the narrow understanding in the definition of innovation potential. He believes that it is determined by internal innovation potential and access to external sources of innovation. The internal innovation potential is formed of: personnel (their knowledge and experience, skills and qualifications, as well as the way available resources are managed, information management), research and development (isolated research and development objects, completed research and production, etc.), technologies (computers and ICT, machines and facilities and the degree of their technological development), while external sources of innovation are mainly higher education institutions and research and development departments, as well as competing companies, customers and suppliers;
- Alekseyev (2009) mentions the availability of all necessary resources and opportunities in the region for the implementation of innovative measures as the main factor that determines innovation potential;
- Pichlak (2012) Pichlak's approach states that a company’s model depends on its determinants. Pichlak mentions research resources, communication system, culture of innovation and its characteristics (leadership style dominates in the organization), characteristics of the members of the management team, size of the organization and intensity of cooperation in innovative activities;
- Lunarski and Stadnicka (2007) emphasize that an organization’s innovation potential consists of nine elements. These elements are marketing and personnel potential, research and development, technology and production, management style and system, adopted information system, external contacts of the organization and financial potential;
Fathulina and Shabaltina (2011) think that the innovation potential is a set of human, social, legal, material, technical, informational and other resources intended for the region’s innovation development;

Sangadiyev and Ayusheva (2006) assume that the innovation potential is the ability of all structures of the region to implement innovations, taking into account resource opportunities, as well as changes and trends in the external environment;

Chekulina and Tamakhina (2011) think that it is a set of scientific, personnel, technical, financial, economic, information and communication resources that ensure the activity of innovation and determine the level of development of the regional economy;

Chehabeddine, Grabowska, and Adekola (2022); Maâlej (2022) point out that innovation play important role in the environmental dimensions of economic growth;

Atwa (2022) believes that the creation of an artificial intelligence innovation hub is related to the unification of entertainment, educational and commercial resources, which improves the leadership positions of the country and regions;

Davies, Gann and Douglas (2009) argue that the innovation potential can only be realized with collaborative behavior between different structures;

The GII (Global Innovation Index) 2021 model includes 81 indicators, which fall into three categories: quantitative data (63 indicators), index data (15 indicators) and qualitative data (3 indicators), including indicators relating to the political situation, education system, infrastructure and knowledge creation in each country;

Waldron and Wetherbe (2020) emphasize that innovations do not sustain, transform and create value themselves– it requires intention, attention and action;

Prud'homme van Reine, P. (2022) argues that successful innovation requires integral approach. Product innovation cannot be considered separately from process and service innovation. Product, process and service innovations must be embedded in innovation strategy;

Shvindina, Taraniuk, Kotenko, Abayomi, Taraniuk and Qiu (2022) understand the innovation potential as a difference between the system's current state in terms of innovation performance and its potential outcomes based on existing innovative capabilities;

Sinclair-Desgagne (2022) sees innovation as the key to economic growth, sustainable development, productivity improvement, strong competitiveness and social cohesion. Therefore, the government and companies must invest significant resources to promote innovation.

The object of the research is the innovation potential of the regions in Latvia, Lithuania and Belarus.

The subject of the study is the quantitative and structural differences of innovation potential.

The aim of the study is to develop a methodology for assessing the innovation potential of regions, with its help to evaluate the resources of the innovation potential of the regions of Latvia, Lithuania and Belarus and to analyze the quantitative and structural differences of the innovation potential.

Tasks of the research:

- analyze the theoretical and methodological foundations of the region’s innovation potential;
- determine the innovation potential resources of the regions of Latvia, Lithuania and Belarus;
- define the determinant indicators of innovation potential resources;
- develop a methodology for the assessment of innovation potential in the regions;
- approbate the developed methodology and with its help to assess the innovation potential of the regions of Latvia, Lithuania and Belarus;
- assess the regional quantitative and structural differences of innovation potential and the development vector in the regions of Latvia, Lithuania, and Belarus;
assess the resource structure of the innovation potential of the regions of Latvia, Lithuania and Belarus and divide them into clusters;

determine the resource profile and location of the innovation potential of the regions of Latvia, Lithuania and Belarus;

determine the degree of influence of innovation potential on the level of economic development of the regions of Latvia, Lithuania and Belarus.

Research methods for the implementation of tasks - methods of logical analysis and synthesis, monographic, analytical, logical-constructive, statistical quantitative data processing and analysis methods of researching economic theoretical and empirical sources at the international level – the largest dependent variable, the method of the sum of the coefficients of determination by the explanatory variable, the method of the linear scaling principle, frequency analysis, correlation analysis, cluster analysis, analysis of the sum method, the method of grouping into quintiles, the cartographic method, etc. methods of statistical analysis.

In determining innovation potential even within the EU at NUTS 3 level, there is a problem of lack of statistical data. The problem of the limitation of the study increases even more when the comparative analysis with non-EU countries is to be carried out, as some statistical data cannot be compared at all due to differences in their calculation and definitions of indicators. The following limitations should be taken into consideration when performing a comparative analysis:

- a person of working age (women aged 16-58, men aged 16-63) without work and income, who is registered in employment institutions, looking for work and is ready to work, is considered unemployed in Belarus, while in Latvia and Lithuania the category of unemployed is much wider - they are persons aged 15-74 who are unemployed, actively looking for work and ready to start working within two weeks;
- in Belarus, the retirement age for women starts at 55, for men at 60, in Latvia at 62 for both women and men, at 62 for women and 64 for men in Lithuania;
- in Belarus, the average number of employees in a micro-enterprise should be up to 15 people per calendar year, in Latvia and Lithuania - up to 9 employees; In Belarus, a small company has 16-100 employees, in Latvia, Lithuania - 10-49 employees; In Belarus, the average company has 101-250 employees, in Latvia, Lithuania - 50-249 employees;
- author does not analyze GII (Global Competitiveness Index) indicators, which is due to the fact that many of these indicators are not collected in official statistics in the regions of the given research, some of them are not available at all or are only available at the national level or are available in several regions. Thus, the author uses selected (Schumpeter, 1939; Freeman, 1995; Schlesinger Jr., 1986; Carlström, 2022; Erdin & Caglar, 2022.; Farrow, 2021; Franco et al., 2022.; Jaiswal et al., 2022; Liu & Shao 2022) and available indicators, which will be used for evaluation of innovation potential of the regions of Latvia, Lithuania and Belarus.

3. Evaluation methodology of the innovation potential

The authors adopt resource approach and studies the resources of the region’s innovation potential according to the following components (see Figure 1):

- scientifically technical and educational, which include the number of scientific research centers and the number of people employed in them, the number of students in secondary schools of general education, the number of students enrolled in vocational schools and universities, etc. indicators in relative units of measurement;
labor force resources which include population density, population up to working age, at the working age, above working age, natural increase, migration rate, level of demographic burden, economic activity, etc. indicators in relative units;
• economic investment resources, which include GDP, value-added indicators by types of activity, distribution of companies by main types of activity, volumes of accumulated direct foreign investments, volumes of non-financial investments, inflation, average wages, number of companies, etc. indicators in relative units;
• infrastructure resources, which include the relative indicators of the region’s territorial area, distribution of the territory by land type, road density, computer and Internet availability, purposes of Internet use, provision of passenger cars, etc. indicators in relative units;
• ecological health which includes indicators of emissions of harmful substances into the atmosphere (kg per capita), relative indicators of the chemical composition of harmful substances.

The author optimizes the number of influencing resources by combining several factors into one and eliminating less important factors whose indicators are not available in the required quantity.

The resource structure of innovation potential is different for different levels of the economy. When determining the resources of the region’s innovation potential, the level of innovation development of the regional economy must be assessed, as well as the innovation development opportunities of existing organizations in the specific territory. Therefore, the assessment of the resources of the innovation potential of the region should be carried out comprehensively and in relation to various components (see Figure 1).

Figure 1. Structure of the innovation potential resources in the innovation system
Source: made by author using critical review of literature provided above

The previous approach classification also is not final. The set of these approaches can be created in a completely different way if other criteria are adopted and used, for example, directly using approaches to the definition of the concept of innovation potential.

The pool of innovation potential resources at the regional level is a strategic factor in the market, which is part of the overall business development strategy aimed at gaining or maintaining a leading position in the sector. Without the development of innovation potential resources, it is almost impossible to create competitive products to ensure long-term development.
Based on various research methodologies, as well as taking into account the positive experience accumulated by many scientists and trying to avoid the shortcomings of existing innovation potential evaluation methods, the author develops his own evaluation methodology.

The author determines that the concept of innovation potential is a complex and complicated category, it is determined by various statistical indicators that can be represented in the form of a two-dimensional matrix:
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Dimension decrease

The author uses the method of the sum of the coefficients of determination of the largest dependent variable after the explanatory variable to reduce dimensions and optimize statistical indicators (Ayvazyan 2005).

The given analysis method is used to select the number of indicators from a relatively small number of initial indicators, as well as to select the most informative criteria from the indicators of the initial list of each factor, excluding unimportant indicators, as well as indicators that duplicate the phenomena. First of all, the correlation coefficient for statistical indicators is calculated according to the following formula:

\[
    r_{xy} = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{(n-1)s_x s_y},
\]

(3)

where \( x_i, y_i \) - value of indicators \( x, y \),

\( \bar{x}, \bar{y} \) - mean arithmetical value of indicators \( x, y \),

\( s_x, s_y \) - standard deviation of indicators \( x, y \),

\( n \) – number of observations.

At this stage, the coefficient of determination is calculated for each statistical indicator, for which the value of the correlation coefficient is within the interval from 0.01 to 0.05 according to the formula:

\[
    R^2 = r^2.
\]

(4)

The determination of the coefficient of values shows what part (proportion) of the variation of the dependent variable is determined by the variation of the explanatory variable. The resulting analysis identifies pairs or larger groups of closely related variables to select one indicator from each set of indicators. The strength of the connection can be judged by the size of the coefficient of determination, if it is close to one (0.9< \( R^2 \)< 1).

For a correct assessment of the innovation potential of regions, from several available indicators of various factors, it is necessary to select those that have the greatest influence on the given category according to the sum of the coefficients of determination of the largest dependent variable according to the explanatory variable. Therefore, for each statistical indicator, the sum of the obtained coefficients of determination is calculated according to the formula:

\[
    y_i = \sum_{i=1}^{n} R^2_{ij},
\]

(5)

where \( y_i \) - the sum of the coefficients of determination of the dependent variable by the explanatory variable,

\( R^2_{ij} \) - value of determination coefficient „i“ for the region „j“,

\( n \) – number of observations.

Those groups of indicators that have the largest sum of the coefficient of determination of the dependent variable after the explanatory variables are considered to be the most influential. The selection of the qualitative composition of the set of statistical indicators takes place in each specific case, harmonizing the theoretical (substantive) knowledge and the requirements for the minimum permissible values of the coefficients of determination \( R^2_{min} \) (Ayvazyan 2005).
The dimension reduction process to exclude similar and duplicate indicators without reducing the objectivity of the results consists of several steps:

- Calculation of correlation coefficients (r(Pearson)) for statistical indicators by the formula:
  \[
  r(\text{Pearson}) = \frac{\sum_{i=1}^{n} (x_i - \bar{x}) \cdot (y_i - \bar{y})}{(n-1) \cdot S_x \cdot S_y} = \frac{\text{cov}(x, y)}{\sqrt{S_x^2 \cdot S_y^2}},
  \]

- Calculation of coefficients of determination for statistical indicators whose value of correlation coefficients is in the range [0.01;0.05] according to the formula:
  \[
  R^2 = r^2,
  \]

- Calculation of the sum of the obtained coefficients of determination for each statistical indicator:
  \[
  y_i = \sum_{j=1}^{m} R_{ij}^2,
  \]

- Selection of statistical indicators based on the obtained sums of determination coefficients, using the logical and largest sum principle.

### Creating an integral indicator by the selected indicators

Complex evaluation with the **sum method** (Tsindin & Akzhigitova 2006) provides for summing up of the actual values of the innovation potential resources indicators:

\[
Y_i = \sum_{j=1}^{n} x_{ij},
\]

where \( i = 1, n \).

\( Y_i \) – complex evaluation for the region \( i \);

\( x_{ij} \) – \( j \) indicator’s value for the region \( i \).

The best rating is the rating based on the maximum sum of indicators-stimulators and the minimum sum of indicators-destimulators.

The author applies the given method in the research, because there is a one-way effect of the studied indicators on the innovation potential and its structural components, as well as the most optimal differentiation of the quantitative and structural differences of the regions.
The creation of an integral indicator consists of the following stages:

- summing-up of indicators of determining factors of innovation potential:
  \[ \sum_{j=1}^{m} x_{ij} , \]  
  \[ \text{(10)} \]
- unification of the obtained values of the factors of the innovation potential, determining the value in the row interval \([0;10]\) according to the formula 1,
- summing up of the obtained unified values of the factors of the innovation potential to create the integral indicator of the innovation potential of the region:
  \[ \sum_{j=1}^{m} x_{ij} , \]  
  \[ \text{(11)} \]
- unification of the obtained values of the factors of the innovation potential, determining the value in the row interval \([0;10]\) according to the formula 1.

In order to achieve the aim of the research, the author groups the regions of Latvia, Lithuania and Belarus into quintiles according to the obtained results and displays them on maps for the most convenient perception and visualization. After the typology of regional innovation potential, 5 groups of regions were obtained, where 5 – the best rating, 1 – the worst rating.

The author uses the complex assessment with the sum method to evaluate the innovation potential of the regions, because this method most optimally differentiates the quantitative and structural differences of the regions in comparison with other methodologies, which differentiate the regional differences too much or the differentiation is too weak, because these regions are economically rather poorly developed. The objective factor analysis has not been structurally established, it has not been possible to express the weights of factors or indicators, therefore, in order to avoid subjectivity in determining the weight coefficients, the author assumes the weight coefficients to be equal to one. In this case, there is a one-way influence of the studied innovation potential indicators, which determines the choice of the given method.

4. Empirical data and analysis

Latvia and Lithuania are members of the EU, Belarus is a member of the CIS, thus the studied regions are cross-border territories of the EU and the CIS.

In the studied countries, according to the administrative-territorial division, the following administrative-territorial and statistical units are distinguished:

- Latvia - 6 statistical regions (Order of the Cabinet of Ministers No. 911 of 07.12.2021 “About the statistical regions of the Republic of Latvia and the administrative units included in them” 2021): Riga region, Pieriga region, Vidzeme region, Kurzeme region, Zemgale region, Latgale region;
According to the nomenclature of the EU Territorial Statistics Units, the studied regions of Latvia and Lithuania are considered NUTS3 level regions (Regulation (EC) No 1059/2003 of the European Parliament and of the Council 2003).

The author performs dimension reduction for optimization of statistical indicators using the method of the sum of the coefficients of determination of the largest dependent variable by the explanatory variable and evaluates the innovation potential according to the following indicators:

- **scientifically technical and educational resources:**
  - the number of scientific research centers per 100,000 inhabitants,
  - the number of people employed in scientific research centers per 100,000 inhabitants,
  - the number of students enrolled in vocational colleges per 10,000 inhabitants,
  - the number of students enrolled in higher education institutions per 10,000 inhabitants,
  - number of general education schools per 10,000 inhabitants,
  - number of library visitors per 100,000 inhabitants,
  - distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - scientific and technical services;

- **labor force resources:**
  - population density (people/sq.km),
  - number of population up to working age, %,
  - number of population at the working age, %,
  - the level of the demographic burden - in total,
  - employment level, %,
  - unemployment level, %,
  - economic activity, %;

- **economic investment resources:**
  - GDP per 1 inhabitant, euro,
  - distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - production,
  - distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - power industry,
  - distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - information and communication,
  - distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - education, healthcare, social work,
  - the amount of accumulated foreign direct investment in the region relative to the total amount in the country, %,
  - amount of non-financial investments, in act. prices, in the region relative to the total volume of the country, %,
  - inflation,
  - average salary (gross), euro,
  - total number of enterprises (micro (small), small, medium, large) per 1000 inhabitants,
  - purposes of inhabitants’ internet use – for internet banking, %,
  - purposes of inhabitants’ internet use – for goods sale, %;

- **infrastructure resources:**
  - the proportion of cities in the total number of cities, counties or districts of the country, %,
  - the proportion of the area of the region in the total area of the three countries, %,
  - agricultural land, %,
  - land of other type, %,
  - road density per 1000 km² of the territory,
  - internet availability in various households, %,
  - provision of passenger cars per 1000 inhabitants,
  - purposes of inhabitants’ internet use – for information search, %,
  - purposes of inhabitants’ internet use – receiving/sending e-mails, %,
  - purposes of inhabitants’ internet use – for communication with the state, %;
- ecological health:
  - emissions of harmful substances into the atmosphere (kg per inhabitant),
  - emissions of harmful substances into the atmosphere, kg per inhabitant - solid particles,
  - emissions of harmful substances into the atmosphere, kg per inhabitant – carbon monoxide,
  - emissions of harmful substances into the atmosphere, kg per inhabitant - other substances.

Analysis of innovation potential in the context of the regions of Latvia, Lithuania and Belarus

The author evaluates each resource included in the innovation potential with the help of an integral indicator, summing the indicators of each resource and determining the value in the row interval [0;10]. The author evaluates the innovation potential of regions with the help of an integral indicator, summing up the resources included in the innovation potential and determining the range of the indicator’s value in the interval [0;10].

According to the obtained results, the author classifies the regions of Latvia, Lithuania and Belarus, dividing the value series into quintiles. The first quintile group includes regions with a very low level of innovation potential, while the fifth quintile group includes regions with a very high level of innovation potential.
According to the map of the quintiles of the innovation potential of the regions of Latvia, Lithuania, Belarus, it can be seen that the regions of Latvia have a fairly high level of the innovation potential, Lithuanian counties have a lower level of innovation potential, while Belarusian oblasts have a very low level of innovation potential. A very high level of innovation potential has been found in the capital cities, but in other regions – a much lower level of innovation potential, which, according to the author, is related to the direction of the flow of resources towards the capital cities.

The biggest quantitative and structural differences in innovation potential between capital cities and other oblasts can be observed in Belarus. The highest rating according to the level of innovation potential is obtained by Minsk, while the other oblasts have lower values. The China-Belarus Innovation Commercialization Center (see Annex A) operates in Minsk, which largely determines the development of the innovation potential of Minsk. The center implements scientific, technical and innovative projects, seeks investors with the aim of establishing joint ventures “on the basis of the industrial park “Great Stone”. The park “Great Stone ” is designed to service high-tech production and innovations in this field. The task of the park is to provide the infrastructures already existing and still developing with various types of projects.

The Innovation and Technology Transfer Center of Riga Technical University (RTU) operates in Riga (RTU Innovation and Technology Transfer Center homepage 2019), which contributes greatly to the high assessment of the innovation potential of Riga (see Annex A). The center promotes the development of innovation and technology transfer, ensuring the commercialization of scientific research results, creates sustainable relationships and professional communication with external partners, represents the interests of RTU, promotes recognition locally and internationally.

A laser research and production company operates in Vilnius - „Šviesos konversija” (Vilnius city website 2019), which conducts scientific research, implements various projects related to the implementation of innovations and produces new products that are in demand on the world market. Many other innovation potential development centers also operate in Vilnius, which determine the degree of innovation potential development of the Vilnius county (see Annex A).

The author presents the obtained research results using the cartographic method (see Figure 4).
The highest innovation potential level indicator is for the regions of Riga (9.57 standardized values), Pieriga (5.52), Vilnius (8.27) and Minsk (10.00). These regions are associated with national capitals, which also determine a high level of the innovation potential. The resources included in the innovation potential of the Riga and Vilnius region get a very high rating, with the exception of labor resources, which are rated as high in the Riga region, and as average in the Vilnius region. In Minsk, scientific, technical and educational resources, as well as economic investment resources, receive a high rating, the others - a very high rating. The investment resources of Pieriga's economy are rated as very high, the others as high.

The regions of Vidzeme (4.82), Kurzeme (4.17), Zemgale (4.48), Kaunas (5.45) and Klaipėda (4.08) have a high index of innovation potential. They belong to the 4th quintile. Scientific, technical and educational resources are very high in Vidzeme and Kaunas regions, in Kurzeme, Zemgale regions they are rated as high, in Klaipėda region - as average. Economic investment resources in the Vidzeme region are rated as very high, in the other regions - as high, in the Kaunas and Klaipėda regions, the infrastructure resources are also rated as high, in the Klaipėda region - the ecological health also gets a high rating. In the regions of the fourth quintile, low ratings are obtained: in the regions of Vidzeme and Kurzeme - infrastructure resources are very low, as well as labor resources are low, but ecological health is also rated low in the Vidzeme region, ecological health is rated low in the Zemgale region. There are no resources in the Kaunas and Klaipeda regions that are rated as low and very low, but an average rating is obtained in the Kaunas region for labor resources and ecological health, in the Klaipeda region for scientific, technical and educational, as well as labor resources.

The regions of Latgale (3.39), Alytus (2.16), Marijampole (2.28), Šiauliai (2.29) and Mogilev (2.13) are ranked in the third quintile with a medium level of innovation potential. In the Latgale region, scientific, technical and educational resources, as well as ecological health, receive a high rating, while labor and infrastructure resources receive a very low rating. In the Alytus region, ecological health has a high rating, but very low, as in the Latgale region, for labor and infrastructure resources. In the Marijampole region, infrastructure resources get a very high rating and ecological health gets a high rating, but labor resources get a very low rating. In the Šiauliai region, almost all resources get an average rating, except for labor resources, which get a low rating. In the Mogilev
oblast, labor and infrastructure resources are highly valued, but economic investment and ecological health is poorly valued.

The regions of Panevėžys (2.00), Tauragė (2.03), Utena (1.88), Brest (1.90) and Gomel (1.32) are ranked in the second quintile. In the Panevėžys region, scientific, technical and educational, labor and economic investment resources are rated low, while infrastructure and ecological health is rated as average. In the Tauragė county, scientific, technical and educational resources are rated very low, labor and economic investment resources are rated low, but ecological health receives a very high rating. The Utena county has a very low assessment of labor resources, a low assessment of infrastructure resources as well. Economic investment resources are rated very low in the Brest oblast, and scientific, technical and educational, infrastructure and ecological health is also rated low. On the other hand, labor resources are rated as very high. In the Gomel oblast, ecological health is rated very low, scientific-technical and educational, economic investment resources are also rated low, labor and infrastructure resources are highly rated.

In the first quintile are the regions of Telšiai county (0.01), Vitebsk oblast (0.77), Grodno oblast (0.84), Minsk oblast (1.01), which get a very low assessment of innovation potential. Scientific, technical, educational, and ecological health has a very low rating in the Telšiai county, the others have an average rating. In the Vitebsk oblast, there is a very low assessment of economic investment resources and ecological health, a low assessment of scientific and technical and educational, infrastructure resources, but labor resources are assessed as high. In the Grodno oblast, scientific, technical and educational, economic investment, ecological health gets a very low rating, infrastructure resources get a low rating, but labor resources are rated as very high. In the Minsk oblast, scientific, technical and educational, economic investment resources get a very low rating, infrastructure resources and ecological health get a low rating, but labor resources are rated as very high.

The author created an innovation potential development vector - the values of the innovation potential level increase in the direction from southeast to northwest. The author assesses the correlation of the innovation potential of the region with the development of the national economy.

The author finds that there is a moderate linear positive relationship between the level of innovation potential and GDP ($r(Pearson)=0.6$, $p$-value=$0.002$). There is a moderate linear positive relationship between scientific, technical and educational resources and GDP ($r(Pearson)=0.535$, $p$-value=$0.009$).

There is a weak linear negative relationship between labor resources and GDP ($r(Pearson)=-0.422$, $p$-value=$0.045$). In Belarus, specific unemployment registration is carried out, which also, according to the author, determines the negative dependence between these indicators.

There is a strong linear positive relationship between the investment resources of the economy and GDP ($r(Pearson)=0.804$, $p$-value=$0.000$). No linear relationship was found between infrastructure resources and GDP ($r(Pearson)=0.290$, $p$-value=$0.180$).

There is a moderate linear positive relationship between ecological health and GDP ($r(Pearson)=0.624$, $p$-value=$0.001$).

To provide opportunities for comparison and analysis, the author estimates the innovation potential by dividing them into quintiles of the value series (see Table 1).
In order to study in more detail the influence of each resource type in the regions of Latvia, Lithuania and Belarus on the overall level of the innovation potential, the author conducts an analysis of the innovation potential of the regions using quintile and cartographic methods.

Analyzing scientific, technical and educational resources as an element of the innovation potential according to the values of the integral indicator of scientific, technical and educational resources, the author concludes that the level of scientific, technical and educational resources is very high in the regions of Riga (8.40), Vidzeme (9.40), Kaunas (10.00) and Vilnius (8.97) (5th quintile). Such results were achieved in the Riga region thanks to the following indicators: “The number of scientific research centers per 100,000 inhabitants”, “The number of students enrolled in higher education institutions per 10,000 inhabitants” and “Distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - scientific and technical services”, Vidzeme region: “Number of library visitors per 100,000 inhabitants” and “Distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - scientific and technical services”, Kaunas and Vilnius counties: “The number of people employed in scientific research centers per 100,000 inhabitants”, “The number of students enrolled in higher education institutions per 10,000 inhabitants”, In the Kaunas county, this indicator also has a great impact “The number of students enrolled in vocational colleges per 10,000 inhabitants”. The regions of Pieriga (5.35), Kurzeme (6.65), Zemgale (7.51), Latgale (8.31) and Minsk oblast (6.00) have a high level of the mentioned resources (4th quintile). The counties of Alytus (3.44), Klaipėda (4.12), Šiauliai (2.95), Utena (2.54), Mogilev oblast (2.76) receive an average rating for scientific, technical and educational resources (3rd quintile). A low assessment of scientific, technical and educational resources (2nd quintile) is in the counties of Marijampole (1.73), Panevėžys (1.92), Brest oblast (1.36), Vitebsk oblast (2.09), Gomel oblast (2.26), very low (1st quintile) – for Tauragė (0.01), Telsiai (0.59), Grodno (1.23), Minsk oblast (0.38). According to the values of the integral indicator of labor resources, the labor resources (5th quintile) in the Brest oblast (8.09), Grodno oblast (8.40), Minsk oblast (8.69) and Minsk city (10.00) are very highly rated. Labor force resources in Riga region (4.75), Pieriga region (5.13), Vitebsk oblast (7.64), Gomel oblast (7.62) and Mogilev oblast (7.75) receive a high rating (4th quintile).

### Table 1. Quintile groups of the innovation potential of the regions of Latvia, Lithuania and Belarus, 2017

<table>
<thead>
<tr>
<th>Region</th>
<th>Scientifically technical and educational resources</th>
<th>Labor resources</th>
<th>Economic investment resources</th>
<th>Infrastructural resources</th>
<th>Ecological health</th>
</tr>
</thead>
<tbody>
<tr>
<td>Riga region</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Pieriga region</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Vidzeme region</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Kurzeme region</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Zemgale region</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Latgale region</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Alytus county</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Kaunas county</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Klaipėda county</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Marijampole county</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Panevėžys county</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Šiauliai county</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Tauragė county</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Telsiai county</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Utena county</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Vilnius county</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Brest oblast</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Vitebsk oblast</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Gomel oblast</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Grodno oblast</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Minsk oblast</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Minsk city</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Mogilev oblast</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

Source: author’s calculations based on the statistical indicators of the regions of Latvia, Lithuania, Belarus, using the developed innovation potential assessment methodology.
Labor resources (3rd quintile) get an average rating in the regions of Zemgale (2.82), Kaunas (3.07), Klaipėda (3.75), Telšiai (3.07), Vilnius (4.68). Labor resources (2nd quintile) get a low rating in the regions of Vidzeme (2.50), Kurzeme (2.68), Panevėžys (1.83), Šiauliai (1.94), Tauragė (2.33), very low (1st quintile) – in the regions of Latgale (0.22), Alytus (0.74), Marijampole (1.56), Utėna (0.01).

According to the values of the integral indicator of economic investment resources, a very high rating is obtained (5th quintile) in the regions of Riga (10.00), Pierīga (6.29), Vidzeme (6.59), Vilnius (8.93), high (4th quintile) – in Kurzeme (5.56), Zemgale (4.75), Kaunas (4.23), Klaipeda (4.02) regions and the city of Minsk (5.76). Average rating (3rd quintile) of economic investment resources is obtained in the regions of Latgale (3.95), Alytus (3.29), Šiauliai (3.07), Telšiai (3.43), Utėna (3.66). Low evaluation of economic investment resources (2nd quintile) is in the regions of Marijampole (2.49), Panevėžys (2.99), Tauragė (2.22), Gomel (0.73), Mogilev (0.46), very low (1st quintile) – in the regions of Brest (0.01), Vitebsk (0.05), Grodno (0.19) and Minsk region (0.35). According to the values of the integral indicator of infrastructure resources, infrastructure resources (1st quintile) are very highly underestimated in the regions of Riga (7.19), Marijampole (3.38), Vilnius (4.08) and Minsk (10.00). A high assessment of infrastructure resources (2nd quintile) is in the regions of Pierika (2.89), Kaunas (3.27), Klaipeda (2.99), Gomel (2.97) and Mogilev (3.05).The regions of Zemgale (2.76), Panevėžys (2.60), Šiauliai (2.38), Tauragė (2.40), Telšiai (2.37) get an average rating of infrastructure resources (3rd quintile). Low assessment of given resources (2nd quintile) is in the regions of Utėna (2.16), Brest (1.86), Vitebsk (2.04), Grodno (2.25) and Minsk oblast (2.13), very low (1st quintile) – in the regions of Vidzeme (1.45), Kurzeme (1.59), Latgale (0.01), Alytus (1.35). According to the values of the integral indicator of ecological health, the regions of Riga (10.00), Tauragė (9.07), Vilnius (9.47) and Minsk (9.96) have a very high assessment (quintile 5), high (quintile 4) – for the regions of Pierika (7.61), Latgale (7.91), Alytus (7.60), Klaipeda (7.75), Marijampole (7.67), average (3rd quintile) – Kurzeme (6.43), Kaunas (6.47), Panevėžys (6.58), Šiauliai (6.50), Utėna (7.17) counties, low (2nd quintile) – Vidzeme (5.08), Zemgale (6.08), Brest (4.28), Mogilev (2.32), Minsk oblast (1.16), very low (1st quintile) – Telšiai (0.01), Vitebsk (0.11), Gomel (0, 14), Grodno oblast (0.11).

Cluster analysis of innovation potential indicators of regions of Latvia, Lithuania and Belarus

The author divides the regions of Latvia, Lithuania and Belarus into clusters according to the resource structure of the regions’ innovation potential (see Figure 5).

![Figure 5](image-url) Figure 5. The structure of innovation potential clusters in the regions of Latvia, Lithuania and Belarus according to the integral normalized values of the objective indicators

Source: created by the author in the SPSS program based on statistical data calculations of the regions of Latvia, Lithuania and Belarus

The resource structure of the innovation potential of the regions of Latvia, Lithuania and Belarus according to the integral normalized values of the objective indicators (see Figure 5) shows that these regions can be divided into two clusters. In the first cluster, ecological health has the highest value with an absolute value of 7.58, while infrastructure resources (3.16) and labor resources have the lowest values (3.00). In the second cluster, labor resources are in first place with an absolute value of 7.32, which greatly exceeds the values of the other resources: the absolute values of infrastructure resources are three times lower, scientific, technical and educational resources – 5 times, ecological health – 6 times, and the absolute value of economic investment resources is almost 10 times lower.
The distribution of regions in clusters is as follows:

- **1st cluster:** Riga region, Pērīga region, Vidzeme region, Kurzeme region, Zemgale region, Latgale region, Vilnius county, Alytus county, Kaunas county, Klaipeda county, Marijampole county, Panevėžys county, Siauliai county, Taurage county, Utena county, Minsk city.
- **2nd cluster:** Telšiai county, Brest oblast, Vitebsk oblast, Gomel oblast, Grodno oblast, Minsk oblast, Mogilev oblast.

The first cluster includes all regions and counties of Latvia and Lithuania, except for the Telši county, which is included in the second cluster, and Minsk city - the capital of Belarus, and the second cluster - all oblasts of Belarus, except for the capital of the country.

According to the author, it would be useful to develop cooperation between the regions of the two clusters by attracting labor resources from the second cluster to the regions of the first cluster, because there is a large surplus of them in the second cluster and they are not used fully, but the regions of the second cluster have a rather low level of infrastructural resources and absolutely certainly – the level of other resources is extremely insufficient. By combining resources, the development of the studied regions would reach a new level of development.

The resource analysis of the innovation potential of the first cluster regions is reflected in Table 2.

### Table 2. Analysis of the innovation potential resources of the first cluster regions

<table>
<thead>
<tr>
<th>Region</th>
<th>Scientifically technical and educational resources</th>
<th>Labor force resources</th>
<th>Economic investment resources</th>
<th>Infrastructural resources</th>
<th>Ecological health</th>
</tr>
</thead>
<tbody>
<tr>
<td>Riga region</td>
<td>8,40</td>
<td>4,75</td>
<td>10,00</td>
<td>7,19</td>
<td>10,00</td>
</tr>
<tr>
<td>Pērīga region</td>
<td>5,35</td>
<td>5,13</td>
<td>6,29</td>
<td>2,89</td>
<td>7,61</td>
</tr>
<tr>
<td>Vidzeme region</td>
<td>9,40</td>
<td>2,50</td>
<td>6,59</td>
<td>1,45</td>
<td>5,08</td>
</tr>
<tr>
<td>Kurzeme region</td>
<td>6,65</td>
<td>2,68</td>
<td>5,56</td>
<td>1,59</td>
<td>6,43</td>
</tr>
<tr>
<td>Zemgale region</td>
<td>7,51</td>
<td>2,82</td>
<td>4,75</td>
<td>2,76</td>
<td>6,08</td>
</tr>
<tr>
<td>Latgale region</td>
<td>8,31</td>
<td>0,22</td>
<td>3,95</td>
<td>0,01</td>
<td>7,91</td>
</tr>
<tr>
<td>Alytus county</td>
<td>3,44</td>
<td>0,74</td>
<td>3,29</td>
<td>1,35</td>
<td>7,60</td>
</tr>
<tr>
<td>Kaunas county</td>
<td>10,00</td>
<td>3,07</td>
<td>4,23</td>
<td>3,27</td>
<td>6,47</td>
</tr>
<tr>
<td>Klaipeda county</td>
<td>4,12</td>
<td>3,75</td>
<td>4,02</td>
<td>2,99</td>
<td>7,75</td>
</tr>
<tr>
<td>Marijampole county</td>
<td>1,73</td>
<td>1,56</td>
<td>2,49</td>
<td>3,38</td>
<td>7,67</td>
</tr>
<tr>
<td>Panevėžys county</td>
<td>1,92</td>
<td>1,83</td>
<td>2,99</td>
<td>2,60</td>
<td>6,58</td>
</tr>
<tr>
<td>Siauliai county</td>
<td>2,95</td>
<td>1,94</td>
<td>3,07</td>
<td>2,38</td>
<td>6,50</td>
</tr>
<tr>
<td>Taurage county</td>
<td>0,01</td>
<td>2,33</td>
<td>2,22</td>
<td>2,40</td>
<td>9,07</td>
</tr>
<tr>
<td>Utena county</td>
<td>2,54</td>
<td>0,01</td>
<td>3,66</td>
<td>2,16</td>
<td>7,17</td>
</tr>
<tr>
<td>Vilnius county</td>
<td>8,97</td>
<td>4,68</td>
<td>8,93</td>
<td>4,08</td>
<td>9,47</td>
</tr>
<tr>
<td>Minsk city</td>
<td>6,00</td>
<td>10,00</td>
<td>5,76</td>
<td>10,00</td>
<td>9,96</td>
</tr>
<tr>
<td>Average</td>
<td>5,46</td>
<td>3,00</td>
<td>4,86</td>
<td>3,16</td>
<td>7,58</td>
</tr>
<tr>
<td>Median</td>
<td>5,68</td>
<td>2,59</td>
<td>4,13</td>
<td>2,68</td>
<td>7,60</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>3,14</td>
<td>2,41</td>
<td>2,23</td>
<td>2,39</td>
<td>1,43</td>
</tr>
</tbody>
</table>

*Source: author’s calculations based on the statistical indicators of the regions of Latvia, Lithuania, Belarus, using the developed innovation potential assessment methodology*

In the regions of the first cluster, after evaluating the scientific, technical and educational resources, the highest value is obtained by the Kaunas county (10.00 normalized values), and the lowest by the Tauragė county (0,01), after evaluating labor resources, the highest value is obtained by Minsk (10.00), and the lowest by Utėna county (0,01), according to the assessment of economic investment resources, the highest value is for the Riga region (10.00), and the lowest - for the Tauragė county (2,22), after assessing the infrastructure resources, the highest value is obtained by Minsk (10.00), and the lowest by the Latgale region (0,01), after evaluating ecological health, the highest value is for the Riga region (10,00), and the lowest for the Vidzeme region (5,08).
The analysis of the innovation resources of the regions of the second cluster is shown in Table 3.

### Table 3. Analysis of innovation potential resources of the second cluster regions

<table>
<thead>
<tr>
<th>Region</th>
<th>Scientifically technical and educational resources</th>
<th>Labor force resources</th>
<th>Economic investment resources</th>
<th>Infrastructural resources</th>
<th>Ecological health</th>
</tr>
</thead>
<tbody>
<tr>
<td>Telšiai county</td>
<td>0.59</td>
<td>3.07</td>
<td>3.43</td>
<td>2.37</td>
<td>0.01</td>
</tr>
<tr>
<td>Brest oblast</td>
<td>1.36</td>
<td>8.09</td>
<td>0.01</td>
<td>1.86</td>
<td>4.28</td>
</tr>
<tr>
<td>Vitebsk oblast</td>
<td>2.09</td>
<td>7.64</td>
<td>0.05</td>
<td>2.04</td>
<td>0.11</td>
</tr>
<tr>
<td>Gomel oblast</td>
<td>2.26</td>
<td>7.62</td>
<td>0.73</td>
<td>2.97</td>
<td>0.14</td>
</tr>
<tr>
<td>Grodno oblast</td>
<td>1.23</td>
<td>8.40</td>
<td>0.19</td>
<td>2.25</td>
<td>0.11</td>
</tr>
<tr>
<td>Minsk oblast</td>
<td>0.38</td>
<td>8.69</td>
<td>0.35</td>
<td>2.13</td>
<td>1.16</td>
</tr>
<tr>
<td>Mogilev oblast</td>
<td>2.76</td>
<td>7.75</td>
<td>0.46</td>
<td>3.05</td>
<td>2.32</td>
</tr>
<tr>
<td>Average</td>
<td>1.52</td>
<td>7.32</td>
<td>0.74</td>
<td>2.38</td>
<td>1.16</td>
</tr>
<tr>
<td>Median</td>
<td>1.36</td>
<td>7.75</td>
<td>0.35</td>
<td>2.25</td>
<td>0.14</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.88</td>
<td>1.92</td>
<td>1.21</td>
<td>0.46</td>
<td>1.62</td>
</tr>
</tbody>
</table>

*Source: author’s calculations based on the statistical indicators of the regions of Latvia, Lithuania, Belarus, using the developed innovation potential assessment methodology*

In the regions of the second cluster, after evaluating scientific, technical and educational resources, the highest value is obtained by the Mogilev oblast (2.76), and the lowest by the Minsk oblast (0.38), after evaluating labor resources, the highest value is obtained by the Minsk oblast (8.69), and the lowest by the Telšiai county (3.07), according to the assessment of economic investment resources, Telšiai county has the highest value (3.43), and Brest oblast has the lowest value (0.01), after evaluating infrastructure resources, Mogilev oblast gets the highest value (3.05), and the lowest goes to Brest oblast (1.86), after evaluating ecological health, the highest value is for Brest oblast (4.28), and the lowest - for Vitebsk (0.11) and Grodno (0.11) oblasts.

The author’s analysis shows that the standardized values of innovation potential resources in the regions of the second cluster are very low for all resources, except for the labor resource, which also determines the low level of the innovation potential of the regions of the second cluster. In order to more accurately analyze the reasons for the creation of innovation potential clusters in the regions of Latvia, Lithuania, Belarus and their structure, the author studies the profile of each innovation potential resource by cluster.

Figure 6. Profile of the scientific, technical and educational resources of the regions of Latvia, Lithuania and Belarus according to the integral normalized values of objective indicators
In both clusters, the following indicators generally have the same influence on the creation of scientific, technical and educational resources (see Figure 6): “number of general education schools per 10,000 inhabitants” and “number of library visitors per 100,000 inhabitants”. In the first cluster, “the number of students enrolled in vocational colleges per 10,000 inhabitants”, “the number of students enrolled in higher education institutions per 10,000 inhabitants” and “the distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - scientific and technical services” have a great influence. In the formation of the first cluster, all indicators have a rather high importance compared to the second cluster, where some indicators, such as “the number of scientific research centers per 100,000 inhabitants”, “the number of people employed in scientific research centers per 100,000 inhabitants” have a very weak importance.

The formation of labor resources of the first cluster (see Figure 7) is largely influenced by an indicator such as “population of working age, %”, but practically has no effect on “population density (person/sq.km)”, the other indicators have almost the same effect.

The formation of the second cluster is influenced by the following indicators: “population up to working age, %”, “demographic load level – total”, “employment rate, %”, “unemployment rate, %”, “economic activity, %”, the level of influence of which is practically the same. The influence of the indicator “population of working age, %” is much weaker than the other indicators, which is due to the fact that the regions of the second cluster have an abundance of labor potential.
In the first cluster, in the creation of economic investment resources (see Figure 8), the indicator “purposes of inhabitants’ use of the Internet – for selling goods, %” has the greatest impact, indicators such as “average wage (gross), euro”, “inflation”, “GDP per 1 inhabitant, euro” also have a great influence, as well as the average impact of indicators such as “total number of companies (micro, small, medium, large) per 1000 inhabitants”, “distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - information and communication”, “distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - power industry”. Indicators such as “volume of non-financial investments, in act. prices, in the region relative to the total volume of the country, %”, “the amount of accumulated foreign direct investment in the region relative to the total amount of the country, %”, “distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - education, healthcare, social work”.

In the second cluster, the indicator “distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - education, health care, social work” has the greatest impact”, lower than average is for the indicators “purposes of inhabitants’ use of the Internet - for selling goods, %”, “purposes of inhabitants’ use of the Internet – for Internet banking use, %”, “distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - production”, %”, “distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions, % - information and communication”. 

Figure 8. Profile of economic investment resources of the regions of Latvia, Lithuania and Belarus according to the integral normalized values of objective indicators

Source: created by the author in the SPSS program based on statistical data calculations of the regions of Latvia, Lithuania and Belarus
Figure 9. Profile of the infrastructure resources of the regions of Latvia, Lithuania and Belarus according to the integral normalized values of the objective indicators

Source: created by the author in the SPSS program based on statistical data calculations of the regions of Latvia, Lithuania and Belarus

Indicators such as “provision of passenger cars per 1000 inhabitants”, “purposes of residents' Internet use - for receiving/sending e-mail, %” are of great importance in the creation of infrastructure resources of the first cluster (see Figure 9), “internet availability varies in type households, %”, “land used for agriculture, %”, which are evenly distributed between each other. In the second cluster, the following factors have a great influence: “the share of the area of the region in the total area of the three countries, %”, “purposes of residents' use of the Internet - searching for information, %”, “land used for agriculture, %”. The distribution of the indicators of the first cluster is more even, the quantitative and structural differences of the indicators affecting the regions of the second cluster are clearly expressed.

Figure 10. Profile of the ecological health of the regions of Latvia, Lithuania and Belarus according to the integral normalized values of the objective indicators

Source: created by the author in the SPSS program based on statistical data calculations of the regions of Latvia, Lithuania and Belarus
In the creation of ecological health of the first cluster (see Figure 10), the following indicators have the greatest influence: “harmful substance emissions into the atmosphere, kg per capita” and “harmful substance emissions into the atmosphere, kg per capita - other substances”. The indicators “harmful substance emissions into the atmosphere, kg per capita - solid particles” and “harmful substance emissions into the atmosphere, kg per capita - carbon monoxide” also have a great influence. In the second cluster, the following producers have the greatest impact: “harmful substance emissions into the atmosphere, kg per capita” and “harmful substance emissions into the atmosphere, kg per capita - carbon monoxide”. The influence of indicators “harmful substance emissions into the atmosphere, kg per capita - solid particles”, “harmful substance emissions into the atmosphere, kg per capita - other substances” is lower than the average. The indicators of the first cluster are evenly distributed, but the second cluster shows large regional quantitative and structural differences of the influencing creators.

Assessment of regional and national quantitative and structural differences in innovation potential

In order to study the quantitative and structural differences in innovation potential of the regions of Latvia, Lithuania and Belarus, the author calculates σ-convergence indicators.

![Figure 11. Variation coefficients of innovation potential in Latvian regions, 2017](source)

Source: the author’s calculations based on the data of the regions of Latvia, Lithuania, Belarus, obtained using the developed innovation potential assessment methodology

The calculations of σ-convergence indicators in Latvian regions (see Figure 11) show that the fluctuations of the individual values of the innovation potential level are high, the set is heterogeneous, its average value is not stable.

Analyzing the resources of innovation potential, the author concludes that Latvian regions are homogeneous in terms of scientific, technical, educational resources, and ecological health, their average sizes are stable, and the fluctuations of individual sizes are small.

Fluctuations of individual values of other resources are high, their average values are not stable, regional quantitative and structural differences are quite large.
Figure 12. Variation coefficients of innovation potential and its resources in Lithuanian counties, 2017

Source: the author’s calculations based on the data of the regions of Latvia, Lithuania, Belarus, obtained using the developed innovation potential assessment methodology

The calculations of σ-convergence indicators in the counties of Lithuania (see Figure 12) show that the fluctuations of the individual values of the innovation potential level are high, their average value is not stable, the set is heterogeneous, the quantitative and structural differences of the regional innovation potential are big. Analyzing the resources of the innovation potential, the author concludes that the resources forming the innovation potential are generally heterogeneous, the fluctuations of their individual values are also high, the average values are not stable, the quantitative and structural differences of the factors of the regional innovation potential are large.

Figure 13. Variation coefficients of innovation potential and its resources in the oblasts of Belarus, 2017

Source: the author’s calculations based on the data of the regions of Latvia, Lithuania, Belarus, obtained using the developed innovation potential assessment methodology

The calculations of σ-convergence indicators in the oblasts of Belarus (see Figure 13) show that the set of innovation potential resources is heterogeneous, the fluctuations of individual values are high, their average value is not stable, and the quantitative and structural differences of the regional innovation potential are quite high. Analyzing the resources of innovation potential, the author concludes that labor and infrastructure resources are a homogeneous set. The fluctuations of their individual sizes are small, the average sizes are stable.
Regional quantitative and structural differences in scientific, technical and educational, economic investment resources and ecological health are large, the fluctuations of their individual values are high, and the average values are not stable.

Analyzing the regional quantitative and structural differences of the innovation potential of Latvia, Lithuania and Belarus (see Figure 14), it has been established that in all the studied countries the sets of the innovation potential are heterogeneous, the fluctuations of their individual values are high, and the average values are not stable. Regional quantitative and structural differences are almost at the same level in Latvia ($V_\sigma = 0.41$) and Belarus ($V_\sigma = 0.43$), but in Lithuania regional quantitative and structural differences are twice as large ($V_\sigma = 0.83$). In Lithuania, along with very high and highly developed counties (Vilnius county - 5th quintile, Kaunas, Klaipėda counties - 4th quintile), there are poorly developed counties, which get a very low evaluation in terms of development of scientific and technical, educational, labor force resources, ecological health, for example, Telšiai county. It also creates large regional quantitative and structural differences in Lithuania.

In order to investigate in more detail the reasons for the formation of regional quantitative and structural differences of the innovation potential of Latvia, Lithuania and Belarus, the author studied the quantitative and structural differences of the innovation potential of each region at the national level (see Figure 15).

The set of scientific, technical and educational resources of the regions in Latvia is homogeneous. The fluctuations of its individual values are small, the average values are stable. In Lithuania and Belarus, sets of
scientific, technical and educational resources are heterogeneous, the fluctuations of their individual values are high, and the average values are not stable.

The sets of regional innovation potential in Latvia and Lithuania are heterogeneous, the fluctuations of their individual values are high, and the average values are not reliable. In Belarus, the level of regional quantitative and structural differences in labor resources is very low, the fluctuations of the total individual values are small, and the average values are stable.

Small regional quantitative and structural differences can be observed in Latvia in terms of economic investment resources, in Lithuania they are more pronounced, but in Belarus the sets of economic investment resources are very heterogeneous, the level of regional quantitative and structural differences is twice as high as in Lithuania and three times as high as in Latvia, the fluctuations of the individual values of the aggregates are high, the average values are not stable.

In terms of infrastructural resources, the regions of Belarus have homogeneous groups, the fluctuations of their individual values are small, and the average values are stable. On the other hand, in Latvia and Lithuania there are large regional quantitative and structural differences of infrastructure resources, the fluctuations of the individual values of the aggregates are high, the average values are not reliable.

Ecological health is homogenous in Latvia, regional quantitative and structural differences are small, fluctuations of individual sizes of aggregates are small, average sizes are stable. In Lithuania, the sets of ecological health are quite heterogeneous, while in Belarus there are very large regional quantitative and structural differences of ecological health, the fluctuations of the individual sizes of the sets are high, the average sizes are not stable.

5. Results

Evaluating the innovation potential of the regions of Latvia, Lithuania and Belarus, the author finds that the regions of Latvia have an uneven and relatively high level of innovation potential, the highest is the Riga and Pieriga regions (5th quintile), while the lowest level of innovation potential is the Latgale region (3rd quintile). The counties of Lithuania have a lower level of innovation potential than the regions of Latvia and it is very uneven: the highest – for Vilnius county (5th quintile), as well as there are representatives in each quintile, in contrast to Latvia, where only representatives of the 3rd, 4th and 5th quintiles are found. The oblasts of Belarus have the lowest level of innovation potential, except for Minsk city, which is in the 5th quintile, the other counties are in the 1st-3rd quintiles.

The regions of Latvia, Lithuania and Belarus can be divided into two clusters according to the integral normalized values of the objective indicators. The first cluster includes regions with a large shortage of labor resources and fairly high values of other resources. This cluster includes regions of Latvia and Lithuania and Minsk city. The second cluster includes regions with extremely high levels of labor resources and very low values of other resources. There are a little more infrastructure resources, but their level is certainly not sufficient either. This cluster includes all oblasts of Belarus, except Minsk city, and also the Telšiai county. Latvian and Lithuanian state administration institutions and local government institutions should develop cooperation with Belarus by attracting free labor resources, and develop cross-border cooperation programs.

The regions of Latvia and the counties of Lithuania have an average level of economic investment resources and a lower than average level of labor resources. The oblasts of Belarus have a low level of economic investment resources with a high level of labor resources. Only in capital regions, economic investment resources get a fairly high rating. Infrastructural resources in the oblasts of Belarus have a low rating, in the regions of Latvia and the
counties of Lithuania - approaching average values, in the capital regions - a rather high rating. The author recommends the development of cross-border cooperation for the equalization of the mentioned quantitative and structural differences.

In the first cluster, the impact of indicators of scientific, technical and educational resources is much more homogeneous than in the second cluster, and it is most affected by the following indicators: “number of general education schools per 10,000 inhabitants” and “number of library visitors per 100,000 inhabitants”. The formation of the first cluster is also largely influenced by the “number of students enrolled in vocational colleges per 10,000 inhabitants”. Regional quantitative and structural differences in both clusters are strongly expressed.

On the other hand, the creators of labor resources are more evenly distributed in the second cluster. In the first cluster, the greatest impact has the “population of working age, %”, while in the second cluster, the impact of this indicator is low. However, the other indicators in the second cluster are of great importance, except for the population density (person/sq.m) indicator.

In the first cluster, the impact of indicators of economic investment resources is more homogeneous than in the second cluster, however, the regional quantitative and structural differences are sufficiently large. The indicators have the greatest influence: “purposes of residents' internet use - internet banking use, %”, “average salary (gross), Euro”. In the second cluster, regional quantitative and structural differences are very clearly expressed. The indicator “distribution of companies by main types of activity in Latvia, Lithuania, Belarus and their regions,% - education, health care, social work” has the greatest influence, the influence of other factors is weak.

The indicators of infrastructure resources have smaller quantitative and structural differences in the first cluster, however, heterogeneity remains in both clusters. The range of values in the second cluster is much larger than in the first. The formation of the first cluster is largely influenced by the following indicators: “provision of passenger cars per 1000 inhabitants”, “purposes of citizens' Internet use – for receiving/sending e-mail, %”, “internet availability in different types of households, %”, “agricultural land, %”. The values of these indicators are generally similar. The formation of the second cluster is influenced to a greater extent by “the share of the area of the region in the total area of the three countries, %”, “purposes of residents' use of the Internet - searching for information, %”, “land used for agriculture, %”.

The first cluster is relatively homogeneous in terms of ecological health, all indicators have a fairly equal impact. However, regional quantitative and structural differences are observed in the second cluster, such indicators have the greatest influence: “emissions of harmful substances into the atmosphere (kg per inhabitant)” and “emissions of harmful substances into the atmosphere, kg per inhabitant – carbon monoxide”.

The author created a development vector of the innovation potential of the studied regions and found that its values increase in the direction from southeast to northwest.

The author finds an average linear positive relationship between GDP and the set of innovation potential, and also, when studying innovation potential resources, determines an average linear positive relationship between GDP and scientifically technical and educational resources, a weak linear negative relationship between GDP and labor resources, a strong linear positive relationship between GDP and economic investment resources, average linear positive relationship between GDP and ecological health.

Conclusions

The evolution of the concept of innovation potential is related to the concept of innovation and innovation potential. Several approaches are used to explain the concept of innovation, within which innovation is defined as a change, process or result. In defining the concept of innovation potential, world scientists use two basic
approaches - they consider it as the result of a combination of resources or the result of an activity. The author is a supporter of the resource approach, and the innovation potential is evaluated as a set of resources.

As a result of the research, new data have been obtained on the innovation potential of regions and the essential interrelationships of resources, as well as the methodology for determining the innovation potential of regions has been developed and approved.

The author developed the following algorithm for creating an integral indicator for the evaluation of the innovation potential of the regions of Latvia, Lithuania and Belarus:

- unification of statistical indicators with a linear scaling technique in the interval from 0 to 10, sorting it into stimulants and destimulants,
- selection of determinant indicators of innovation potential from a wide set of available statistical indicators, which excludes indicators with similar or duplicate meaning without reducing the objectivity of the results,
- creating integral index by the selected indicators.

For the assessment of the innovation potential of the regions of Latvia, Lithuania and Belarus, the author uses the complex assessment with the sum method, because, compared to other methods, this methodology more optimally differentiates the quantitative and structural differences of the regions, there is a one-way effect of the indicators of the innovation potential, the given regions are economically underdeveloped.

The author assesses the innovation potential of regions of Latvia, Lithuania, and Belarus, its structure that provides for the assessment of the existing regional quantitative and structural differences and determining the innovation potential development vector. The author specifies the profile of factors influencing the innovation potential of regions of Latvia, Lithuania, and Belarus, that provides for in-depth analysis of the innovation potential development aspects.

The present research may be put to practice in national structures of diverse levels to elaborate a policy stimulating innovation introduction and development in particular regions. Within his research, the author determines the innovation potential structure of regions of Latvia, Lithuania, and Belarus according to the factors influencing the innovation potential, lack of influencing factors or their excess, that makes it possible to work out guidance for successful implementation of cross-border innovative development policy.

The author classifies regions of Latvia, Lithuania, and Belarus into clusters according to the innovation potential factor analysis, states regions with excess/lack of different potentials that facilitates the implementation of cooperation and development programmes on regional and national level. The author determines the innovation potential development level and vector that is an essential prerequisite for the elaboration of investment policy.

According to the analysis produced by the author, Minsk possesses a very high innovation resource potential level, whereas that of Minsk district is very low. Minsk is located in quintile 5, whereas Minsk district in quintile 1. In regions of Latvia and Lithuania these quantitative and structural differences are slightly less expressed, yet such a tendency is characteristic of these regions as well. This tendency is very distinct in capital city regions with dynamically developing capital city but poorly developing other regions. The flow of investments, labour force and other resources is oriented only towards the capital city development. State and local government institutions are to elaborate new programmes and promote the development of the existing ones for levelling of regional quantitative and structural differences, work out recommendations for their efficient use and uptake of EU structural fund appropriations, form separate development project financing budgets for capital cities and regions.
No monitoring of innovation resource potential is produced, there is no controlling innovation resource potential development in dynamic, the stimulating and impeding factors are not specified. There is no unified institution in Latvia to implement innovation policy. Economic policy development bodies are to elaborate innovation resource potential monitoring and control system, carry out innovation resource potential monitoring in national and regional context based on statistical data. The integral indicator for innovation resource potential assessment produced by the author may be applied as an element of innovation resource potential monitoring.

Regions of Latvia and Lithuania (cluster 1) greatly lack labour force. State and local government bodies are to elaborate programmes for attracting labour force from other regions with excess of labour force, facilitate cooperation between state and local government structures and the private sector, work out recommendations for the implementation of labour force attracting programmes.

Districts in Belarus (cluster 2) possess extremely large labour force resources, whereas indicators of economic investment, scientific technical resources and ecological health are very low, infrastructure resources are insufficient. Administration bodies of the Republic of Belarus, regional and district executive committees are to elaborate programmes of development including cross-border development programmes within which financing is attracted for various kinds of projects including cross-border financing, economic and culture relation development, improving the image of region and raising recognisability level that leads to the development of economy, science and other resources.

Accessibility of statistical indicators in widely available published collections is rather limited; there is no unified statistical indicator inventory system in various countries, especially on regional level, that aggravates the opportunities of assessing the innovation resource potential and comparing different country regions. National statistical institutions (in Latvia – Central Statistical Bureau of Latvia, in Lithuania – Statistics Lithuania, in Belarus – National Statistics Committee of the Republic of Belarus) are to improve opportunities for statistical data accessibility, within national programmes expand the range of statistical data, especially in regional perspective, within cross-border cooperation elaborate a unified system of statistical data calculating and processing.
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Examples of innovation potential development in Latvia, Lithuania, Belarus
The management of the innovation system in Belarus takes place at different levels of government, from local governments to the orders of the President of the country. Each level of innovation management is assigned certain powers and functions. A strategy has been prepared and approved in the country „Science and innovations: 2018-2040”. The given document defines the priority directions and tasks for the development of the innovation potential of Belarus. According to the given strategy, the innovative development of the country is regulated by the following theses:

- science is the foundation of advanced technologies;
- innovations must correspond to basic world trends and society’s interests;
- the country must reach a new level of competitiveness;
- scientific and technical activity must be based on own resources and international scientific cooperation.

According to the Global Innovation Index, Belarus ranks 88th (2017). In two years, the ranking of Belarus according to the GII decreases by 35 positions.

The low level of development of the innovation potential in Belarus is related to the fact that the innovation potential is mostly developed in the capital Minsk, while the innovation potential develops very slowly in the oblasts. Several innovation potential development and promotion projects are developed only in Minsk, however, state support for innovation potential development projects increases every year.

The Belarus China Innovation Center operates in Minsk, which was established in 2010, implementing Innovation Development State Program 2007-2010 of the Republic of Belarus (Glavnoye upravleniye nauki BGU 2022). The purpose of the establishment of the center is to promote the expansion of the business and scientific relations of the structural units of the State University of Belarus with the scientific institutions and companies of the People’s Republic of China and to develop effective coordination of the implementation of joint scientific and technical projects. Belarus China Innovation Center is founded by the Belarus State University and the Science and Technology Administration of the People’s Government of Harbin City, Heilongjiang Province. The following documents were signed during the operation of the center (Ministerstvo obrazovaniya Respubliki Belarus 2020):
- Agreement on the establishment of the Belarus-China Joint Institute with Dalian Polytechnic University;
- Memorandum of cooperation in the field of education and science with Zhejiang University of Science and Technology;
- Memorandum on the long-term scientific and technical cooperation program with the Petrochemical Institute of the Heilongjiang Academy of Sciences;
In Riga, the Science and Innovation Center operates on the basis of Riga Technical University (RTU), the purpose of which is to ensure the implementation and growth of RTU’s strategy and sustainable valorization goals, promoting scientific activity and the involvement of academic staff and students in the processes of innovation creation and knowledge transfer, as well as developing cooperation with industry and scientific institutions (RTU homepage 2022). The center develops students’ innovation and entrepreneurial abilities, offers innovative product development services, and actively engages in local and international innovation ecosystems (RTU homepage 2022). The Science and Innovation Center consists of several structural units:

- Design factory;
- Innovative product development department;
- Department of Innovation Ecosystem Development;
- Research Equipment Division.

The design factory (RTU homepage 2022) develops innovative thinking, creative skills and entrepreneurial abilities in students. It has several basic functions:

- to ensure the availability of the open-type workshop “theLAB”;
- implement the project “Innovation grants for students” (ERAF co-financed project No. 1.1.1.3/18/A/001 “RTU innovation grants for students”).

Basic functions of the innovative product development department:

- efficient creation of innovative products with high added value;
- research and improvement of existing products and services.

The department cooperates with various industries and scientific institutions.

The Innovation Ecosystem Development Department promotes RTU’s involvement in national and international innovation and technology ecosystems, including implementing programs of the European Institute of Innovation and Technology (EIT), conducting educational work and supporting startups in the implementation of sustainable business ideas (RTU homepage 2022).

The Research Equipment Division (RTU homepage 2022) supports the development of science by providing modern research equipment. The High Performance Computing or HPC Center operates within the department, which develops the use of digital technologies in research.

HPC center’s (HPC Center homepage 2022) mission is:

- to develop the use of digital technologies in research,
- to promote modern and more internationally competitive Latvian science.

Basic tasks of the center are:

- to provide a powerful computing infrastructure,
- to provide modeling services,
- to provide simulation services,
- to maintain scientific software for research and teaching,
- to arrange digital science courses and seminars.

HPC center (HPC Center homepage 2022) cooperates with the largest Latvian scientific institutes and universities, as well as European e-infrastructures.

Vilnius (European Innovation 2021) received the third place in the finals of the competition European Capital of Innovation (iCapital) where 38 cities participated with the population number not less than 50 000 people.

European Capital of Innovation (iCapital) is an annual recognition award given to European cities that best promote innovations. The eighth edition specifically recognizes the contribution of cities to the development of local innovation ecosystems to benefit from breakthrough innovations and improve public well-being. The commission evaluated Vilnius projects for 2020: Vilnius 2IN, Hack Me if You Can, IT MUST, Intelligent Energy Lab, volunteers’ project Gedimino legions etc.:

- Vilnius 2IN (Vilnius miesto internetinis puslapis 2021) project’s strategic direction is guided by the six principles of activity:
  - municipal excellence is the best practice in the international management;
  - knowledge in general – ability to detail existing knowledge, share it and try to create new applied knowledge;
  - innovation is the application of smart solutions, not the destination, but a practical benefit to the result for all participants;
  - digital equality – all members of society deserve access to technology and equal opportunities to pay for its use;
  - intelligence – the intelligent society accepts technologies, does not focus on digitization, it is vision-oriented; solve current problems in a clear, convenient way;
  - spreading initiatives, activities and results among all members of society to involve as many initiators, advisors and users as possible.
- Hack Me if You Can (Vilnius miesto internetinis puslapis 2022) program allows every person, without violating the legal framework established in the country, to identify cyber security threats free of charge, notify them to the Vilnius city municipality and share the given information after the threats have been eliminated.
- Intelligent Energy Lab (2021) aim is to create an open platform for idea generation and development in the city of Vilnius.
- Gedimino legions (Asociacija Gedimino legions 2022) is an association of volunteers whose goal is to provide assistance to the surrounding environment in difficult and unexpected situations. The task of the association is to educate volunteers to use various technologies – cybernetics, internet, drones, data, etc.
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Abstract. Research confirms the existence of links between a personality’s propensity for materialism, and various social and psychological ills: compulsive buying, poorer mental health, etc. The development of emotional intelligence (EI) helps to solve such issues. However, the creation of EI development programme is complex. In addition, such programmes developed tend to lack a clear EI model, are not differentiated according to specific participant problems (e.g., materialism), underestimate certain aspects of the change in the EI level, etc. Thus the purpose of the present paper is to present essential EI programme curriculum methodological guidelines and recommendations for the creation of a specialised materialism reduction programme. Results and conclusions. The curriculum must implement the following principles: adaptation according to the participant age and nature of the demonstrated behaviour (in this case – materialism); linking certain tasks to a practical application to develop real-life skills; establishment of objective criteria to assess the EI level and materialism changes at the end of training. The recommended format of the three-stage EI curriculum is: I. Development of self-awareness; II. Self-management training; III. Application of learnt emotional competencies in a group by modelling various situations relevant to participants. A qualified coach must provide ongoing feedback consisting of reinforcement and constructive criticism. Recommended EI training methods: discussion, modelling, role play, etc. Essential factors for the effectiveness of the EI curriculum: selection of motivated participants, coach competence, reliability, validity and objectivity of EI and materialism change measurement tools, transfer of tasks to real-life situations, and measurement of the impact stability after at least 3 months.
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1. Introduction

As overconsumption has been continuing to rise, researchers have been increasingly seeking to understand the motivation behind the endorsement of materialism and the resulting maladaptive consumption. With the increasing awareness about the negative environmental consequences originating from the widespread consumer culture, consumers are still incapable of resisting indulgence in materialistic possessions and acquisitions, and they have been proven to be unable to abandon materialistic values. Even the rapidly rising environmental consciousness and the acknowledgement of the detrimental effect of overconsumption on the societal well-being are slow in inhibiting the materialistic value orientation. Consumers struggle in reconciling the coexistence of pro-environmental and materialistic values, whose conflict negatively affects their subjective well-being (Furchheim, Martin & Morhart 2020). Literature suggests that the susceptibility to materialistic inclinations and the resulting compulsive buying is, in most cases, determined by the emotional vulnerability and negative emotional states which persist despite the efforts to compensate for personal deficiencies with material objects (Donnelly et al. 2016).

Moreover, the continuous belief in the power of materialistic objects to help arrive at the aspirational-self results in the materialism perpetuation cycle (Richins, 2017). Individual differences in generating, perceiving, and regulating emotions can explain why people react differently to stress. This ability is referred to as Emotional Intelligence (EI). Emotionally intelligent consumers are skilled at managing their emotions and, as a result, they should be less vulnerable to maladaptive coping strategies. For example, research findings suggest that, by improving emotional ability, consumers can gain control over their food choices (Kidwell, Hasford & Hardesty 2015). Extrapolating from the previous findings, we assume that emotional intelligence ability development through appropriate training programmes should contribute to the prevention of materialism through increased emotional self-awareness and self-regulation. The ability to understand and manage one’s own emotions should motivate the consumer to reconsider their excessive-consumption based habitual behaviour. Since the emotional responses of materialists compromise their subjective well-being, the coping modes and educational programmes that could help cope with the triggers of materialistic orientation have become highly necessitated.

Furthermore, effective interventions, such as training aimed at coping with unpleasant emotional events in a more adaptive way than materialistic orientations and excessive buying, would improve the sustainability of the everyday consumption and personal well-being. Effective training-based interventions can be used in the experimental research within the materialism and compulsive buying literature so that to examine the effect of an educational training programme on the EI level and, in turn, the impact of emotional intelligence on materialistic orientations and behavioural outcomes. This study reviews what is already known and understood about emotional intelligence training programmes. It makes a case for further developments in this area’s context-specific emotional intelligence training curriculum. The conclusions summarise the findings of the review and propose an emotional intelligence programme curriculum methodological guidelines and recommendations for the creation of a specialised materialism reduction programme.

2. Theoretical background

The concept of emotional intelligence. Emotional intelligence (EI) can be defined in various ways, but, in the broad sense, it is the ability to recognize, assess and control your own and other people’s emotions as a whole. EI reflects how well an individual manages to process their emotions and the emotional information received from others (Mayer, Salovey & Caruso, 2008), both of which are crucial aspects of everyday functioning and successful interpersonal relationships (Mikolajczak, Brasseur & Fantini-Hauwel, 2014). Even more so, EI is one of the main sources of human well-being, health and efficiency. For example, high emotional intelligence correlates with better mental health (Martins, Ramalho & Morin, 2010; Manju, 2016). An improved emotional and psychological condition leads to a higher quality of life, and overall health (Abascal-Bolado & Dulohery, 2016).
2016; Zysberg, 2018; Matthews et al., 2018; Benzo). Individuals exhibiting high EI levels are more able to moderate their emotions and are less impulsive, they tend to empathise with others better, which leads to their better functioning in the society and the forming of closer relationships with other people (Manhas & Sharma, 2015). A high EI is also associated with the improved social support, a decreased likelihood of interpersonal relationship issues, better stress management, and greater health (Ermer et al., 2012). Those who possess a superior EI tend to be more successful in many areas of life: at work, academically, and in interpersonal relationships (Mattingly & Kraiger, 2019). Conversely, those with a low EI are not as empathic, they fail to empathise with other people’s state or situation, and they are prone to acting impulsively (Henley & Long, 1999).

A low emotional intelligence is also statistically significantly related to aggression and criminal behaviour (Ermer et al., 2012; Megreya, 2013; García-Sancho, Salguero, & Fernández-Berrocal, 2014).

Emotional intelligence depends on a variety of factors: it is believed to be influenced by the childhood environment and upbringing, by the examples that a child is exposed to in their immediate environment, as well as by favourable and adverse or stressful situations, traumatising events, and so on (McNulty, 2016). Despite an abundance of EI research, the scientific community is still engaged in discussion over how to identify and define emotional intelligence as a theoretical concept (Papadogiannis, Logan, & Sitarenios, 2009).

**Emotional intelligence models.** Various emotional intelligence models have been suggested, but two EI conceptual trends stand out. The proponents of the first approach define EI as an intersection of the emotional and intellectual spheres, i.e., as cognitive processing of emotional information (Mayer, Caruso & Salovey, 2016). This model focuses on social relationships and is called the *abilities model*. Its alternative – the *trait model* – is centred on self-understanding and the constellation of one’s own emotional world (Petrides et al., 2016). This model underlines non-cognitive abilities, knowledge and competencies allowing individuals to successfully solve various complicated situations of life. The advocates of the EI ability model evaluate the ability to operate emotional information by using performance tests, which are, in principle, largely related to IQ tests, while the proponents of the trait theory apply questionnaires, constructed on the basis of introspection that may remind of personality assessment tests (Petrides, Pita & Kokkinaki, 2007). In addition, researchers identify a third – hybrid – model that intertwines the two previously mentioned approaches. A brief overview of the aforementioned models is presented below.

**Ability model of Emotional Intelligence.** Salovey and Mayer (1990) were the first to define emotional intelligence as the “ability to monitor one’s own and others’ feelings and emotions, to discriminate among them, and to use this information to guide one’s thinking and actions” (Salovey, Mayer, 1990, p. 189). Mayer, Salovey & Caruso (2004, 2008) interpret emotional intelligence as a construct within the broader category of intelligence and claim that abilities reflecting EI can be evaluated through standardised cognitive criteria. In other words, EI is defined as the ability to employ emotions and feelings in the thought process. This entails the ability to understand and use emotions in a precise manner, which assists the conveying and comprehension of thoughts, and allows the reflective management of feelings, which, in turn, spurs emotional and intellectual growth (Mayer, Salovey & Caruso, 2004).

Mayer, Salovey and Caruso’s (2004) EI model emphasises that EI is a set of abilities for responses to events that constitute emotions. The authors distinguish four complementary structural parts of EI: perceiving and identifying emotions, using emotions to facilitate thought, understanding emotions, and managing emotions.

Perceiving and identifying emotions refers to the ability to perceive one’s own and other people’s emotional states and feelings. This part of EI is immensely important, as unperceived or suppressed feelings remain unidentified and unrecognised. Perception of emotions encompasses the recognition and decoding of emotional signals (i.e., facial expressions, voice tone) (Papadogiannis, Logan & Sitarenios, 2009).
The second structural part of EI – using emotion to facilitate thought – indicates that the ability to recognise emotions entails placing one’s attention on a person and decoding their emotions and feelings (Papadogiannis, Logan & Sitarenios 2009). This ability is used to endorse cognitive processes and to make decisions, hence, in other words, this part of EI aids thinking. Those individuals who are able to create the appropriate emotions and to integrate them into the thinking process are more adaptive, able to regard the world from different perspectives, reflect on problems in-depth and more creatively, and they are also able to change their mood accordingly to a specific situation.

Understanding emotions comprises the ability to make sense of emotions, their succession, causes and effects. (Rivers et al., 2007). Those individuals who are able to understand emotions know their real meaning, subtle combinations and sense the differences between similar emotions, know how emotions merge and change with time (Fiori & Vesely-Maillefer, 2017).

Managing emotions refers to the ability to regulate one’s own and others’ emotions effectively. Management of emotions is observed when one perceives and understands them well and is able to use them to change moods. This ability allows an individual to maintain positive emotions, change negative emotions into positive ones, and to appropriately employ emotions in particular situations (Papadogiannis, Logan & Sitarenios, 2009).

To summarise, this model examines four different but closely related EI abilities. Despite the criticism of the model by certain scientists, this four-part structural EI model remains the main contemporary theoretical EI ability model.

**Trait Model of Emotional Intelligence.** EI can be understood as certain personality traits that are revealed through the individual’s self-reflection which determine the person’s ability to cope with demands and pressure coming from the immediate surroundings (Ekman, Friesen, & Ellsworth, 2013). This model breaks away from the previously mentioned emotional intelligence as an ability-based construct and establishes that people have, as part of their personality, emotional traits or emotional self-perceptions.

This conception of emotional intelligence emphasises that EI is a personality trait that permits he understanding and management of emotions (Petrides, Pita & Kokkinaki, 2007). One of the most famous proponents of this approach, Bar-On, defines EI as a non-cognitive ability or skill that significantly facilitates dealing with pressure and demands that come from one’s environment (Bar-On, 1997, 2006). The model proposed by Bar-On is multifactorial and eclectic. It not only encompasses the abilities that are traditionally ascribed to EI, but also includes traits that supplement EI and are important to the level of EI one has attained.

Bar-On compiled a list of 15 emotional skills, which was reshaped in 2011 by Multi-Health Systems (MHS) and expanded to 16 emotional skills, grouped into five categories: intrapersonal category (emotional self-awareness, self-regard, independence, self-actualisation, assertiveness); interpersonal category (social responsibility, empathy, interpersonal relationship), adaptability (flexibility, testing of reality, problem solving), stress management (impulse control, stress tolerance, flexibility, correct application of thought and behaviour) general mood (sense of happiness, optimism) (Bar-On, 1997).

Afterwards, the EI trait model by Petrides (2011) was proposed. Petrides suggested the idea that EI encompasses social intelligence, cognitive intelligence, self-awareness, and certain personality traits. Also, the trait model involves individual convictions related to the perception, processing and regulation of emotions. Petrides attempted to describe EI as a trait and distinguished 15 elements of the construct which are divided into four groups: well-being (self-esteem, happiness, optimism, self-motivation), self-control (regulation of emotions, low impulsiveness, stress management, adaptivity), emotionality (understanding one’s own and other people’s
emotions, emotional literacy, empathy, management of other people’s emotions), sociability (relationships, social perception, perseverance).

According to the EI trait model, emotional intelligence is a set of traits located at the lower levels of personality. Precisely due to this, EI can be evaluated in two directions: when EI traits are explained by an already existing personality taxonomy, or when EI traits are understood as separate and independent (Petrides, Pita & Kokkinaki 2007).

The concept of materialism. Consumer materialism is related with the degree of the importance that consumers attach to possessions (Belk 1995). The most commonly accepted definition of materialism is “set of centrally held beliefs about the importance of possessions in one’s life” (Richins & Dawson, 1992, p. 308). Basing on Kasser (2002), materialism is uniquely identified with consumption that leads to happiness that can be enhanced through possessions.

Materialistic people are attached to possessions, and possessions take the infinitely important place in their lives. Fitzmaurice and Comegys (2006) state that the continual acquisition of goods becomes a primary goal for materialists. They observe that materialists often become overly focused on purchases, and direct their energy and resources towards acquiring possessions.

Literature analysis reveals that scholars have two perspectives on the development of materialistic values of individuals, i.e., the socialisation and psychological perspectives. Moschis (2007) notes that both states are related with events at the early age of individuals. He determined that the weaker self-esteem and relationship between parents and their children are expected to grow the individual vulnerability to stressful situations in further life and increase inclination toward material wealth. Weaver et al. (2011) established that family communication and television at an early age is related with the materialistic values of individuals. Some scholars (e.g., Roberts et al., 2003) have also come to a conclusion that those individuals who experienced such events as divorce and separation in their families during their teen years as well as those who were brought up by materialistically oriented parents (Chaplin & John, 2010) are more prone to materialism and compulsive buying as they feel more stress and insecurity.

The research on materialism is definitely extensive, yet it is far from being conclusive. Literature review shows that various authors have conceptualised the construct of materialism as a single entity, but have measured it as a multidimensional construct. As a matter of fact, researchers have developed two perspectives on conceptualising materialism. Belk (1985) proposed three measures of materialistic traits – possessiveness, non-generosity, and envy. Belk (1984) also defined possessiveness as “an inclination and tendency to retain control or ownership of one’s possessions.” Non-generosity involves reluctance to give away possessions, or to share those with others (Belk 1985). In addition, Belk (1984) emphasised that envy can be treated in both ways, i.e., as a benign characteristic that motivates striving to acquire the desired object, and as a destructive characteristic leading to crime, such as vandalism, murder, etc. Gilovich et al. (2015) indicated that this process is never-ending as the pleasure from the purchase quickly fades away, and the individuals have a new desire, and they ultimately become victims of their own desires and excessive needs.

Richins and Dawson (1992) proposed three components to measure value-oriented materialism among individuals. In the opinion of these authors, the more a consumer values material remuneration as the essential goal of life, the more s/he sees material possession or its acquisition as the main path to success and happiness, and the more they use material possession to determine their identity, the more materialistic they are considered to be. Basing on this approach, consumer materialism is measured by using three related facets: centrality, happiness and success (Richins & Dawson 1992; Richins, 2004). The centrality facet discloses the scope of the consumers’ belief on the essentiality of things in their lives. The success domain of materialism is related with the trust that
one’s and others consumers’ success depends on their evident material wealth and acquisitions. The happiness facet is related with the belief that possessions and their purchase is the central way to happiness and satisfaction with life. This approach is well known and generally accepted by researchers of consumer materialism.

**Emotional intelligence and materialism.** The conceptualisation of materialism based on consumer values is widespread in the consumer behavioural research (Richins & Dawson, 1992; Richins, 2004). The enormous value which consumers tend to place on acquisitions and possessions drives their corresponding behaviour, which manifests as maladaptive consumption, overconsumption, and compulsive buying. Material objects are viewed as a source of happiness and success by those consumers due to earning them a special place in their lives.

There is no single definition of ‘emotional intelligence’ in the scientific literature. Two approaches can be highlighted. The concept of emotional intelligence based on personality traits includes emotion-related self-awareness, hierarchical systems of personality traits (Petrides, 2011; Bar-On et al., 2006; Petrides & Furnham, 2003). The ability-based concept of emotional intelligence emphasises an individual’s cognitive capability to use emotional information — that is, to perceive, use, understand and manage one’s emotions and the emotions of others (Salovey & Mayer, 1990; Mayer et al., 2004).

It is well documented that the materialistic value orientation is negatively associated with the personal, social, and environmental well-being, thus implying a bidirectional relationship manifested in the vicious cycle of being trapped in over-relying on material objects that do not bring happiness and the expected relief (Dittmar & Isham, 2022). Materialists, more than others, set unrealistically high standards for themselves. As materialistic expectations are unattainable in most cases, materialists experience more negative emotions than those consumers who are less concerned with materialistic pursuits (Donnelly et al., 2016). The excess of negative emotions is also more characteristic of the consumers of a lower emotional intelligence. Materialists are also more emotionally responsive to daily events and are more vulnerable to them (Richins, 2017). Meanwhile, psychologically resilient people are described as having higher emotional intelligence (Salovey et al., 1999). In addition, those consumers whose intrinsic ability to manage negative emotions (especially mourning) is better developed, less frequently use hedonistic consumption to control negative emotions (Kemp & Kopp, 2011). Studies also show that the experience of positive emotions contributes to the more effective management of emotions, faster recovery after negative emotional excitement, and positive meaning in negative life situations (Tugade & Fredrickson, 2004).

Those consumers who are high on materialism are more susceptible to the painful self-discrepancy which results in suffering and negative feelings for the same reason. The usual response to adversity is compensatory consumption, which can also manifest as a strong attachment to material objects (Mandel et al., 2017). Materialists are prone to using shopping with the objective to regulate their negative emotions. According to research, emotional dysregulation is linked to various forms of addictive behaviour that are used to regulate and avoid negative affective states. For example, Estévez et al. (2020) discovered a positive relationship between the buying-shopping disorder severity, materialism, and emotion dysregulation levels. The same study found that emotional dysregulation was associated with excessive buying behaviour in clinical samples, thus implying that people with emotional dysregulation prioritise the immediate reward over the long term negative consequences. Furthermore, the study of Ozimek, Bierhoff and Hamm (2020) determined that difficulties with emotion regulation were positively correlated with the intensity of the social use of Facebook. In addition, research (Ozimek & Förster, 2017) indicates that people use Facebook more intensely when they are high in both materialism and social comparison motivation.

The reviewed findings are indicative of the negative relationship between emotional intelligence and materialistic orientations. The development of emotional intelligence abilities may alter the materialistic view of life and its negative consequences. Literature suggests that the development of the emotional intelligence ability should contribute to reducing harmful materialistic value orientations. Hence, the potential of emotional intelligence
development programmes to counteract materialistic stances demonstrates their relevance and the need for such programmes to be developed and validated.

**Challenges of Designing Emotional Intelligence Development Programmes.** Recent years have brought a significant increase in EI interventions (Hodzic et al., 2017; Kotsou et al., 2018). The following key issues may be highlighted as a result of the analysis of EI development programmes and scientific literature dealing with the topic.

Programmes often lack foundations of scientific theory, and, as a rule, their content does not reflect the concept of EI; for example, the rationale of intervention is based on a construct different to that of EI (e.g., mindfulness, meditation) (Kotsou et al., 2018); programmes often include contentious elements or are simply focused on personality development, such as creativity, leadership, problem-solving skills, active citizenship, etc. (Zeidner, Roberts, & Matthews, 2002). Campo, Laborde and Weckemann (2015) pointed out that many programmes are developed by practitioners who rely solely on their own experience or popular psychology. Developers of high-quality EI curricula tend to base them on a theoretical EI model, provide a clear structure of the programme, and emphasise proper programme execution (Pool & Qualte, 2012; Hodzic et al., 2017).

There is no consensus on what the most appropriate and effective training method is. Various authors recommend the following methods of developing emotional intelligence: discussion, reflection and feedback, modelling, role-playing, examples, paired exercises, emotions diaries, readings, art therapy, and video (Hinsch & Pfingsten, 1998; Beigi & Shirmohammadi, 2010; Clarke, 2010; Kotsou et al., 2011; Nelis et al., 2011; Zijlmans et al., 2011; Campo, Laborde, & Weckemann, 2015). The benefits of role-playing in a group are particularly emphasised: the group participant learns that other people share similar problems; the situations offered by the participants create a wide range of learning situations (the participant can compare different patterns of behaviour, determine which options are successful or misguided); participants receive feedback and reinforcement not only from the coach but also from other participants, which motivates them to try new behaviours. However, we conclude it to be difficult to analyse the effects of the programmes in a complex way if they employ a variety of methods.

There is also no leading opinion regarding the duration of the programme, i.e., how long the programme should be for a positive change in a person’s emotional intelligence. Researchers choose very different intervals: from long-term to relatively short-term options, such as a 2-year programme (Ruiz-Aranda et al., 2012), a 4-month programme including three 90-min video feedback sessions (Zijlmans et al., 2011), or a 2.5 day programme (15hr) (Kotsou et al., 2011). Data on whether the programme duration affects its effectiveness are conflicting (Grant, 2007; Kruml & Yockey, 2011). Overall, even a short one-day EI development session may prove to be beneficial since it provides specific knowledge; however, it is questionable whether the effects can be long-lasting (Zeidner et al., 2008). More effective long-term EI education strategies are expected to take longer so that to provide not only knowledge and skills, but also sufficient time for self-analysis and independent EI development. In this context, it is also relevant to assess how much time the participants are ready to commit in order to achieve the result, i.e., the motivation of the participants is also pertinent in choosing the duration of the programme.

Emotional intelligence development programmes often do not cover the evaluation of the change in EI: programmes do not provide tools for measuring changes in EI at various levels (emotion recognition, emotion management, etc.). The more reliable and valid is the methodology used to measure the change in EI, the more convincing are the outcome of the curriculum. Subjective methodologies (questionnaires, personality inventories, etc.) primarily measure changes at the cognitive level, which may be closely related to self-esteem, attributional habits, self-confidence, as well as emotional states (e.g., fear, depressed mood, etc.) (Hinsch & Pfingsten 1998). Meanwhile, objective measurement methods can first include role-playing, which should be filmed before the start of the curriculum and after the completion of the programme, and then these recordings should be evaluated by independent experts. However, this relies on the assumption that the simulated situations reflect the real
environment of the programme participants. In our opinion, the real effects of the programme can only be measured by the participant’s ability to transfer the acquired knowledge to real life situations, especially such that were not play-acted during the programme. Measurements of the stability of the effect after a certain time when comparing the results of the Pre-/Post-test can be considered as an even more important criterion for the effectiveness of the programme. However, even in this regard there is no consensus on when a post-test could most realistically reflect the effect of the training (e.g., Hinsch and Pfingsten (1998) cites measurements at 3, 6, and 12 months; Beigi and Shirmohammadi (2010) performed measurements at 2 weeks; Kotsou et al. (2011) measured the change after 1 month and 1 year; Nelis et al. (2011) did that immediately after programme implementation and after 6 months; Slaski and Cartwright (2003) conducted measurements after 6 months, etc.). It is obvious that the evaluation showing the sustainability of the positive effect after 1 year prove the quality of the programme much more than the one taken immediately after the implementation of the programme: long-term assessment is essential to assess the sustained learning transfer and the acquisition of EI competencies; any results that occur shortly after an intervention may be due to the participant’s increased knowledge of EI from the intervention, which may not translate into abilities or behaviours that would last long-term (Kotsou et al., 2018). However, taking measurements after a longer period of time is quite complicated, as it involves the consent of the programme’s participants to continued cooperation.

The design of emotional intelligence programme for decreasing consumer materialism. The analysis of the problematic of the EI programme design provided guidelines for the foundation of the programme that could be used for consumer materialism issues. First, this programme is built on scientific theory, as it enables the selection of the appropriate intervention techniques and increases the likelihood of programme effectiveness. Secondly, due to the restrictions brought about by the global pandemic, face-to-face training should be given up and an online contact method should be chosen instead – 3 long-distance trainings of 2 hours each. Third, the format should be engaging, and this influences the choice of the training methods: discussion, examples, paired exercises, emotions diaries, readings, reflection and feedback. Some of the tasks in the programme are linked to the practical application of the acquired knowledge in real life so that to turn the knowledge into skills (in the form of self-assigned tasks). Fourth, the assessment of the change in EI should be performed immediately after the programme and three months later according to the overall EI indicator and the individual components. Thus, the curriculum established objective criteria to assess the change in the level of emotional intelligence of the personality after the end of the programme.

Below we list some essential activities and tasks of our three-part (three-session) programme. The aim of the first session was to develop the participants’ ability to accurately identify their own and others’ emotions at a particular moment and to understand their goals, motives, incentives to act; and to teach to analyse and adequately decode nonverbal and verbal signs. The session started with the coach’s presentation and introductions by all the group participants, a brief description of the concept of EI, a presentation of the goals of the EI curriculum and the first session identifying the participants’ expectations, and a discussion of the rules in the working group. The first task of the session was aimed at expanding one’s vocabulary of emotions, i.e., the ability to identify emotions. The participants were asked to write down columns of as many words as possible that reflect positive and negative emotions. Studies show that a rich emotional vocabulary can mitigate the effects of negative emotions, which is especially important in regulating emotions. Knowing the words that describe emotions helps to express one’s emotions and to recognise the emotions of others better. In turn, it improves the well-being and relationships with other people. After the exercise, the participants reflected on the expanded vocabulary and compare the number of words in the columns. An effort was made to involve all the participants in the discussion.

The following task was aimed at testing the participants’ ability to identify emotions. The group was shown portraits reflecting various emotions (see examples in Picture 1).
The participants were asked to observe and individually decide what emotions were reflected in the photographs. After the task, the group discussed which emotions were easy or difficult to recognise; what were the differences between recognising negative and positive emotions; and what made it easier to recognise emotions.

After completing these and other similar tasks, the participants were given homework – a compulsory task of Self-Reflection of Emotional Intelligence for a self-assessment of the participants’ emotional abilities, and an optional task of Coloured Emotions. The latter exercise was designed to promote a clearer understanding of one’s emotions by colouring a mandala. Mandala drawing and colouring is a form of art therapy which combines elements of meditation. Through colouring, a person diverts his/her thoughts and feelings from the dominating negative aspects, which helps to more clearly understand emotions experienced in certain situations.

The goal of the second session was to help develop the ability to use the acquired information about one’s emotions (especially the negative ones) and to adjust one’s emotional reactions to oneself, different situations and other people accordingly. The session commenced with a reflection on the first session, discussing the homework, and identifying the purpose of the second session. The first exercise, Vocabulary of Emotions, was aimed at creating a personal map of feelings to help reveal the thoughts which cause emotions. This exercise helped to identify the roots of poor well-being. Thoughts that cause anger, frustration, resentment, guilt, shame, and so on were identified. The influence of thoughts on behaviour was then discussed based on the ABC model (A – Activating event, B – Belief, C – Consequences). Other tasks in the second session, for example, Dialogue with Emotion, Zoom Out, Eraser, and so on, also focused on negative emotion mitigation. The final task Rain of Positive Emotional Thoughts was designed to generate positive emotions that a person experiences infrequently or insufficiently in everyday life. At the end of the training, the task Determining Needs According to Emotions was assigned as homework. This exercise aimed to help understand that emotions are useful because they contain valuable information about oneself. This exercise explained why it is important to listen to emotions instead of suppressing them. In addition, the task can help change a person’s attitude towards negative emotions.
The third and final session aimed to strengthen the newly formed emotional competencies in the group by modelling various situations. It started with a reflection on the second session, discussing the homework and identifying the purpose of the final meeting. Before completing the practical tasks, the participants were introduced to the technique of cognitive change, according to which the participants would continue to work after completing each task. Changes in an individual’s cognitive level affect the recognition of emotions and the choice of the behaviour pattern. Therefore, in addition to the tasks of developing emotional skills, the session also included self-regulation training. Self-regulation involved three stages: 1. Self-awareness: each participant commented on their behaviour after the role play. 2. Self-esteem: the participants compared their behaviour to a given standard (e.g., the ideal behaviour). If the standard was too high for a participant, the coach adjusted the criteria of the standard. 3. Self-reinforcement: after the self-assessment, the participant self-reinforced (was satisfied, felt good) or punished themselves (suffered, was dissatisfied with themselves). The goal was to keep self-reinforcement separate from the environment, as this is important in EI education. That was done through self-awareness, self-esteem and self-reinforcement while performing the tasks. The third session tasks included Visualisation of Behavioural Tendencies, Chair of the Wise Men, Hot Buttons and others, focused on finding and establishing effective coping strategies when faced with strong emotional situations. At the end of the meeting, the coach gave an overview of the work of the group.

Conclusions

Analysis of the scientific literature and emotional intelligence education programmes has revealed the approach of researchers that emotional intelligence can only be developed through effective, evidence-based programmes. While developing EI, various skills are improved – understanding, recognising emotions, their regulation, etc. The idea of the possibility of developing emotional intelligence is supported by the authors who adhere to both the trait and mixed theoretical approaches, but research shows that programmes based on the theoretical approach to emotional intelligence skills are more effective than the above mentioned trait and mixed types.

The number of emotional intelligence intervention programmes in the psychological practice has increased significantly in the recent years. The curricula vary widely in their theoretical and methodological validity, objectives, duration, context in which they are applied, and so on. However, some emotional intelligence training programmes are not evidence-based, their effectiveness is not empirically proven, and it is dangerous to trust their results, and to prove their effectiveness and usefulness.

The analysis indicated that interventions aimed at developing emotional intelligence cause positive changes not only for their target points but also for other psychological constructs. It has been found that developing emotional intelligence increases life satisfaction, improves self-esteem, relieves depressive symptoms, reduces alcohol consumption, and so on.

Consequently, emotional intelligence is also developed to overcome certain risk factors or difficulties. It is one of the most important protective measures for a person ensuring his/her mental resilience as well as good mental health, and it can act as a protective factor in reducing a person’s materialism. In addition, for EI educational interventions to be effective and reduce consumer materialism, they must meet a number of methodological requirements detailed in this article.
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Abstract. Disinformation today poses a serious hybrid threat, the severity of which is exacerbated by the dynamic development and massive use of social networks. The development of the Internet, connectivity and information and communication technologies has caused that information are disseminated 24 hours a day, 7 days a week. In the history of mankind, it has never been easier to receive, search and spread. However, this progress has many positives and many negatives. In the avalanche of information that comes to us on a daily basis, it is undoubtedly very difficult to distinguish which information is true, objective, based on real events and, conversely, which information is misleading, distorted or completely fabricated, created in order to obtain economic, political or other profit. Many non-state actors, but also, unfortunately, state actors, have begun to use this fact to disseminate false information to advance their financial, political, or power interests. Information, resp. disinformation has become a weapon and social networks, which are an excellent tool for spreading disinformation in today's modern information society, have become a battleground for hostile hybrid activities performed on the target audience in the so called Gray zone between peace and war.
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1. Introduction

In the first two decades of the new millennium, the way of life and functioning of all areas of contemporary human society, from political, through social, economic, technological to security, has changed significantly in connection with the spread and increasing use of information and communication technologies. With the

* This work was supported by the Agency for the Support of Research and Development on the basis of Contract no. APVV-20-0334.
constantly increasing “internetization” and “informatization” of society, rapid development, and massive use not only of technologies, but also of various information and communication systems, means and tools and the related dynamic advent of new media, a new range of options how to search, receive, create, and spread information has emerged. At the same time, however, a new, relatively wide range of opportunities have emerged, such as modern technology, tools, or the media, to misuse and disseminate misleading, false information through them in order to influence people's actions and make political, economic or other profits. The misuse of modern technologies, means, and media and the dissemination of such information thus poses a very dangerous threat, which may be part of hybrid threats, resp. part of a hybrid war.

The primary goal of the authors, using relevant methods of qualitative theoretical interdisciplinary scientific research (especially analytical-synthetic methods, qualitative, content and comparative analysis, methods of theoretical generalization of knowledge, as well as methods of document study and other research methods), is to contribute to a scientific and professional discussion on the issues of the dissemination of disinformation, as a tool for hybrid warfare and hybrid threats and the roles that social networks play.

2. Theoretical basis for the study of hybrid warfare and hybrid threats

The terms hybrid threats and hybrid warfare are the subject of several publications, studies, or articles in which foreign or domestic authors deal with hybrid threats or hybrid warfare in general or focus their individual aspects in their research. For this reason, it is possible to come across several definitions. One of them states "the term hybrid threat refers to an activity carried out by state or non-state actors whose purpose is to undermine or damage a target by a combination of open and covert military and non-military means" (Hybrid CoE, 2022:9).

Glenn defines hybrid threats as "an enemy who simultaneously and adaptably uses various combinations of political, economic, social and information means as well as conventional, irregular, catastrophic, terrorist and subversive criminal methods of fighting" (Glenn, 2009:2). According to Hoffman, "hybrid threats include a range of conventional and unconventional ways of fighting and irregular tactics, as well as criminal and terrorist acts, which include unrestricted violence, coercion, social unrest and disruption" (Hoffman, 2007:14).

Hybrid warfare can be understood as "a wide range of hostile activities in which the role of the military component is rather small, as political, informational, economic and psychological influence becomes the main means of waging war. Such methods help to achieve significant results: the territorial, political and economic losses of the enemy, the chaos and disruption of the system of exercise of state power and the weakening of the morale of society" (Manko & Mikhieiev, 2018). Hybrid warfare can also be understood as "a set of lethal and non-lethal means that a state or non-state actor uses to assert his interests against the will of another actor. At the same time, hybrid warfare combines several methods of fighting: classic military operations, operations in cyberspace or cyber-attacks, espionage, dissemination of false information in order to influence the public opinion of the enemy, etc." (Danyk et al., 2017:12).

Another definition states, “A hybrid war is an armed conflict waged by a combination of non-military and military means in order to force the enemy to take steps that it would not take on its own. The state is at least one side of the conflict. Non-military means in the form of information and psychological operations, propaganda, economic sanctions, embargoes, criminal activities, terrorist activities and other subversive activities of a similar nature play a key role in achieving the objectives of the war. These activities are conducted against the whole society, especially against its political structures, state administration and self-government bodies, the state economy, the morality of the population and the armed forces” (Křiž et al., 2015:8).

It can also be said that “in the case of hybrid warfare, it is a way of waging a modern armed conflict. A conflict that does not begin with a shot and not with a declaration of war at all. The conflict that the attacked company
initially does not know has been attacked and is at war. It is a dynamic combination of military, political, diplomatic, economic, humanitarian, diverse, terrorist, and criminal activities carried out by state and non-state actors, regular and irregular formations, using propaganda and the implementation of information, cyber and psychological operations” (Ivančík, 2016:148)

In connection with the hybrid war, the information war is mentioned quite often. In her case, it is a general term encompassing several types of combat management, which have certain characteristics in common. As the name implies, the emphasis is on the information that is taken in this type of conflict (war) as a key element necessary to achieve victory. Different authors explain the concept of information warfare in different ways, and therefore, as in the case of hybrid warfare, in the case of information warfare, it is possible to meet with several definitions in the professional literature (Ivančík, 2021).

One of the most general and probably also the simplest and at the same time most frequently used definitions characterizes the information war as "the struggle for control over the enemy's information activities and the effort to save their own" (Bayer, 2006:36). Another, more comprehensive definition says: "Information warfare is a wide range of activities whose tool or goal is information and information technology. These activities include, for example, the dissemination of disinformation, psychological operations, and cyber-attacks – disruption of communication networks and intrusion into them in order to obtain strategic information. These activities can take place in peacetime without having to prevent any conflict at all. The main goal of the information war is not to weaken the enemy from the outside, but to weaken, disorient and destabilize him from the inside” (Halpin et al., 2006:79).

The information war is also understood as an ideological influence of the adversary, while a wide range of tools are used for this purpose, such as disinformation or propaganda, or diplomacy, military coercion, etc. It can therefore be characterized as a "concept aimed at gaining information dominance” (Ivančík, 2021:140). Information dominance is defined as "the ability to gather, process, and disseminate information while exploiting or suppressing the adversary's efforts to do the same” (US DoD, 2000:26). It is clear from the above definitions that information warfare is a narrower term than hybrid warfare.

3. Disinformation as a hybrid threat phenomenon

Disinformation, as follows from the above, is an integral part of hybrid threats, as the purpose of their use in hybrid war is to act on the enemy to weaken, disorient, destabilize, disrupt its political structures, the functioning of state and non-state bodies, its security, defence, economy, the ability to respond to threats, and to influence public opinion and morality of the population.

In close connection with the concept of disinformation, it is necessary to take a closer look at other concepts such as false news and propaganda. These two terms are quite often confused or used as synonyms in the public debate. Some authors consider false reports to be all reports that are not based on facts but are nevertheless published as truthful reports (Allcott & Gentzkow, 2017) or reports that deny the principles of quality and objective journalism (Baym, 2005). Other authors, in turn, distinguish between media that spread false news and so-called political media that regulate news in such a way that they try to set the political agenda of a related political party or movement (Vargo et al., 2017).

Silverman, on the other hand, claims that fake news is news that is not based on truth and is created mainly for financial gain. Motivation to make a profit is crucial, because in the absence of a financial motive, it is according to him propaganda (Silverman, 2016). Propaganda can then be characterized as the dissemination of false reports,
which are not produced for the purpose of economic profit but are information that is to force them to think or act in a certain way. It is mostly associated with political, religious, or ideological goals.

The term disinformation covers both groups of false reports, whether it is the spread of propaganda or false reports published in order to attract the readers' attention and thus increase the profits from the sale of advertising (Andrassy & Grega, 2015; Korauš & Kelemen, 2018). The starting point is the definition of the concept of disinformation, prepared and presented by an independent group of experts for false reports and online disinformation. According to this expert group: "Disinformation is all forms of false, fraudulent, untrue and misleading reports that are created, presented and disseminated with the intent to cause public damage or profit" (European Commission, 2018a:10). However, this definition of the term does not include unintentional errors of information or political satire.

A similar definition can be found in the Short Dictionary of Hybrid Threats (2022:11) of the National Security Office of the Slovak Republic: "Disinformation is verifiably false, misleading or manipulative information that is intentionally created, presented and disseminated with the unequivocal intent to deceive or mislead, cause harm or secure any profit (for example, economic or political). Disinformation often contains an element that is clearly true, which adds to its credibility and can thus complicate its detection. Disinformation does not include unintentional errors in news, satire, and parody, nor one-sided reports and comments, which are thus clearly marked."

Other definitions found in the relevant dictionaries are also used quite often. For example, in the Oxford Dictionary (2021), disinformation is briefly defined as "intentionally providing false information", in the Cambridge Dictionary (2021) as "false information disseminated to deceive people", and in the MacMillan Dictionary (2021) as "false information to persuade people to believe something that actually is not true".

Although information about disinformation appears in some media as a new security threat, this is not the case. Disinformation is not an achievement of the 21st century or today's information society. As early as the 6th century BC, Chinese general and thinker Sun Tzu† wrote in his Art of War about the strategy of indirect combat using lies and false, fraudulent reports. Textbook examples of the use of disinformation in practice can also be found in ancient Greece from the Greco-Persian wars, when, for example, the Athenian duke Temistocles defeated the Persian king Xerxes in some battles with the help of false messages sent from seemingly escaped slaves.

Another good example of the use of disinformation from ancient times can be the strategy used by the Mongol conqueror Genghis Khan. Before the attack, he sent spies into enemy territory, who infiltrated the population and spread false reports about the approaching huge and cruel Mongol army. In this way, he tried to weaken and demoralize the enemy in advance and gain an advantage. As confirmed, this tactic was successful as he was able to win multiple battles in which the enemy was outnumbered. Of course, the creation and spread of various disinformation has also been used successfully in other, well-known, or lesser-known wars and armed conflicts, including the two largest - in World War I and World War II.

What has changed in the first two decades of the third millennium is the means used to spread disinformation. With the development and increasing availability of the Internet and the closely related mass use of social networks, it is much easier to create and disseminate information that is tailored to individual users, as well as narratives in which events, facts and their interpretation are subject to a certain purpose (political, ideological,

---

† Sun Tzu (in the 6th century BC) was a Chinese general, philosopher, strategist, and tactician whose work The Art of War had a great influence on Eastern and Western military thinking, and many famous dukes were inspired by this work. He is still studied at many military academies. The general, also known as Master Sun, focuses on alternatives to battle, such as robbery, delay, the use of spies, lies and false, fraudulent information, or the creation and maintenance of alliances.
religious, etc.), and are served to the public. Social networks have created a new space in which people form opinions about what is happening around them – about various events, personalities, processes, policies, etc. At the same time, it is a space in which it is relatively easy to give people various distorted, fabricated, untrue information or information taken out of context, and thus influence them in the desired direction.

The spread of disinformation is considered a hybrid security threat, mainly because it undermines citizens' trust in democratic institutions and processes and spreads a hateful ideology. Several authors agree that a large number of disinformation and disinformation websites present and spread especially right-wing ideology. We could observe this phenomenon, for example, in elections in several European countries, when disinformation sites in various countries supported far-right candidates and spread disinformation about their opponents, migrants, etc. In the Netherlands, it was Geert Wilders, in France Marine Le Pen, and in Germany, it was representatives of the Alternative for Germany party. From the point of view of the spread of violent propaganda, the dominant actor is primarily the Islamic State, which is extremely effective in spreading narratives on social networks (Prier, 2017).

An example of a state actor who uses disinformation extensively for his political purposes is Russia, for example in spreading disinformation in the context of the conflict in Ukraine (Danyk et al., 2017) or in spreading disinformation and propaganda in the Baltic countries and Scandinavia (Aro, 2016). Several mechanisms used by Russian propaganda are also relatively well mapped, either in influencing democratic processes in Western countries or in disseminating disinformation and using paid debates. The spread of Russian propaganda is a problem identified not only in individual European countries, but also at the level of the European Union ("EU") as a whole. According to the EU Strategic Communication Report, Russian propaganda concerns the spread of several meta-narratives in combination with conspiracy theories. According to the report, the underlying meta-narratives vary greatly over time, but the constant is the presentation of the West on the one hand as an aggressive and expansive entity, on the other hand as an entity on the verge of collapse. Russia Today and Sputnik are considered the most significant disseminators of disinformation. Local media networks and friendly think tanks in target countries are also used to spread disinformation (Kovanič, 2017).

Disinformation, as mentioned above, poses a hybrid security threat because it can affect democratic processes in countries. In the United States, several inquiries are still under way to clarify the role played by the spread of disinformation on social media in the 2016 and 2020 presidential elections. There are also reasonable suspicions that some of the UK population who voted to leave the EU did so on the basis of various false information disseminated primarily through social networks. The result of the referendum was close, 52% in favour and 48% against leaving the EU, so it can be assumed that false information played a very important, if not decisive, role. For example, it is proven that, among other politicians, the current Prime Minister Johnson or MEP Farage deceived their own people (TA3, 2017).

In addition, disinformation undermines the credibility of traditional information channels. Today, it is very easy to create a site that looks like a serious news server, but its real goal is to spread disinformation, either for the benefit of advertising or for political, ideological or religious reasons. Such websites often spread various conspiracy theories and do not follow the principles of serious journalism. By presenting themselves as credible media, they undermine people's trust in classic, serious news.

4. Development of disinformation spread

As mentioned above, the spread of disinformation is not a phenomenon that originated in the 21st century. In fact, this phenomenon is practically as old as humanity itself. However, what has changed dramatically is the way disinformation is spread. This is due to the already mentioned progress in the introduction and use of fast internet, the deepening informatization of society, the massive use of information and communication technologies, systems, and tools, and finally the fact that virtually every user has unrestricted access to information 24 hours a
day, 7 days of the week. However, this progress brings with it, in addition to many positives, also several negatives, such as those in the form of receiving and disseminating disinformation.

The development of the Internet and the use of social networks, which are an excellent tool for disseminating, have a great deal of credit for the fact that disinformation is considered to be an increasing and more urgent security problem. Social networks bring together huge numbers of people from different parts of the world and allow them to communicate and exchange information with each other. Today, about 5.31 billion people use the mobile phone, representing more than two-thirds (67.1%) of the world's population, about 4.95 billion people use the Internet, more than three-fifths (62.5%) of the world's population, and active users of social networks amount to about 4.62 billion, which represents a share of the total population of the planet at 58.4% (Fig. 1). Up to 95% of their users use social networks via their mobile phones.

The dynamic growth of internet and social network users is evidenced by the fact that the number of internet users worldwide has increased by more than one third (36%) in the last five years. While in 2017 about 3.64 billion people used the Internet, in 2022 it was about 4.95 billion. The growth of social network users is even more dynamic, as it increased by almost two thirds (by 65.6%) in the evaluated years. While in 2017 about 2.79 billion people used social networks, in 2022 it is already about 4.62 billion (Fig. 2). Of these, one user spends an average of 2 hours and 27 minutes a day on social networks and uses an average of 7.5 different social networks per month (DataReportal, 2022).

The world's most popular social network is Facebook, which in January 2022 was used by about 2.91 billion active users, second is YouTube with 2.56 billion active users and third is WhatsApp, which is currently actively used by about two billion people. Other popular social networks that have more than one billion active users include Instagram, WeChat, TikTok and Messenger, and to the social networks with more than half a billion active users belong Douyin, QQ, Sina Weibo, Kuaishou, Snapchat and Telegram boast (Fig. 3).
Figure 2. Overview of the growth of Internet and social network users in the years 2017 to 2022 (in billions)
*Source: DataReportal, 2022*

Figure 3. Overview of social networks with the largest number of active users in 2022 (in billions)
*Source: DataReportal, 2022*
The almost unlimited reach, combined with the high speed of information flow, low costs, and availability 24/7, creates ideal conditions for disinformation to spread virally (Bialy, 2017). Although traditional news media are still the primary source of information for most people, the fact that more and more people use social networks, especially as a source to follow new events in the world and at home, exacerbates the threat posed by the disinformation on social networks. In addition, social networks create social bubbles. This means that people tend to connect on social networks with people with a similar worldview, which in turn creates the so-called closed homophilic groups, where their individual members confirm each other in their opinions (Prier, 2017). As a result, people gradually lose sight of the wider context and think critically about the arguments used in such groups. The problem arises especially when disinformation begins to spread in the groups in question.

All the above factors have made social networks a tool for mobilizing, disseminating various narratives, conducting hybrid operations and, in some cases, even conducting combat operations in the real world. Both state and non-state actors are increasingly using social networks as a tool to influence the behaviour, attitudes, moods, and opinions of their target group. This trend is called the weaponization of social networks, which means that they are turning into a battlefield where the target group is attacked through disinformation (Bialy, 2017).

Social network users are often unaware of the risk involved and have full confidence in the online environment. They believe that when they control the circle of people who have access to their content, they also have control over the information that comes to them. Disinformation is most often spread through two social networks – Facebook and Twitter.

As mentioned above, Facebook is the largest and most popular social network in the world and is therefore the main target of virtually all disinformation campaigns. Unlike Twitter, Facebook is based on much more personal contact between users, because they themselves decide who becomes their friend and thus gain access to their content. Users then usually approach the information that their Facebook contacts disseminate uncritically, and since they consider it trustworthy, they usually do not verify this information further. Another way in which disinformation can reach a Facebook user is through posts published by various Facebook sites.

The user chooses them based on his own decision, usually when:
- the site clearly disseminates disinformation from the beginning, but the user sympathizes with this type of message and shares the site's views,
- the site initially produces neutral content that the user identifies with, decides to follow, but in the next phase the site begins to spread disinformation, in order to influence the attitudes, opinions and values of the user, who did not initially sympathize with this type of information (Biteniece et al., 2017).

The greatest credit for the dissemination of disinformation goes to those contributions which, thanks to the algorithm used, become viral. Facebook basically offers three operations options that can be used to wage a hybrid war:
- targeted collection of personal data of users\(^1\), which are later used to disseminate disinformation, the content of which is adapted to the user's preferences,
- content production,
- artificial distribution of content (usually done by machines, not real users).

Although Twitter is not as popular as Facebook, it currently has about 436 million active users (DataReportal, 2022), but it is still becoming one of the main targets, especially for political manipulation, as it is widely used.\(^1\)

\(^1\) This was the case with the Cambridge Analytica scandal, which collected personal data from hundreds of thousands of users. Thanks to the data obtained, it was then able to personalize the content of the information she provided to the users. Cambridge Analytica provided data for political campaigns in various countries around the world. There are currently suspicions that this was not an isolated case, and that other state or non-state actors may be operating in this way (The Guardian, 2022).
mainly by Western politicians, traditional media, and world thinkers. With a feature that allows you to track individual topics in the form of threads, it is becoming an increasingly common source of daily news for many people, especially in the United States and Western Europe. Unlike Facebook, Twitter offers less personal contact between individual users. In most cases, users who follow each other's content don't know each other personally, and the content they add to Twitter is less personal than Facebook.

The purpose of Twitter is primarily to publish opinions on individual topics. The length of one post is currently limited to 280 characters, which automatically means that posts have the character of short statements. As the limited number of characters does not allow arguments to be developed and sources to support individual claims, such contributions do not give rise to caution to users; on the contrary, they consider them credible. The so-called trolls and fake profiles in the form of boots. The dissemination of disinformation most often takes place in such a way that a number of contributions are automatically generated for one specific topic, which will receive this topic in the so-called trends that are visible to all Twitter users (Biteniece et al., 2017).

5. Tools of disinformation dissemination

Disinformation is spread on social networks in several ways. Among the most used today are the use of:
- hybrid internet trolls,
- automatic boots with artificial intelligence,
- algorithms for creating so-called echo effect.

5.1 Use of hybrid internet trolls

One of the basic means for disseminating disinformation on social networks is the use of so-called Internet trolls that aim to spread or destroy a narrative. The operation of Internet trolls is not directly related to the development of social networks. The first cases of Internet trolls appeared in discussions on various websites and blogs before the emergence of social networks. Originally, it was about labelling users who were extremely aggressive in their views and hiding behind the anonymity that the Internet was already providing at the time Hannan (2018). These trolls were characterized by a very vulgar language.

Gradually, as social networks became more popular and became more and more weaponized, the behaviour of trolls on social networks also changed. Some experts refer to such Internet trolls as hybrid trolls. In their case, they are a kind of fighters in the media, who are mostly hired by state or non-state actors who, in addition to spreading disinformation, spread the narratives of their employers (tenants) and, conversely, try to destroy the enemy's narrative. To this end, they produce a large number of contributions in which they use various manipulation techniques. Hybrid trolls are aggressive and often vulgarly insult their opponents, discouraging them and other readers or discussants who do not share the opinion of the trolls from further discussion (Aro, 2016).

---

§ In one contribution, it was possible to write a text with a maximum of 140 characters before 2017. In 2017, a change came when the limit rose to 280 characters, but even such a range was not enough for many users. Therefore, Twitter has made it possible to split a longer post into several parts, which is displayed as a separate thread. It seems that soon it will be possible to post texts on Twitter without a limit on the number of characters. It will offer a new content format “Twitter Articles”.

** A troll is an Internet user who, with his comments and behavior on the Internet, deliberately provokes others or distracts the discussion from the original topic (Short Dictionary of Hybrid Threats, 2022).

†† A bot is a computer program that autonomously performs automated tasks on the Internet, e.g., simulation of human communication in communication with the customer (chatbot). Bot can be misused to spread messages on social networks, attacks on Internet services or increase the number of responses to a specific post - the so-called Likes (Short Dictionary of Hybrid Threats, 2022).

‡‡ In the weaponization of the social network, the target group is attacked by hostile information, members of the target group are mobilized, and information operations are conducted in order to influence the behaviour, attitudes, moods and opinions of the target group (Short Dictionary of Hybrid Threats, 2022).
Russia in particular uses hybrid internet trolls to spread disinformation. Ongoing investigations suggest that there is a headquarters in St. Petersburg, which is estimated to have about four hundred such hybrid trolls, whose main job is to conduct trolls on social networks. Former headquarters employees say that people take turns here in twelve-hour shifts and their monthly earnings are around a thousand US dollars. There are about twenty people working in one room, following well-defined scenarios and instructions. Each room is supervised by three editors who are authorized to impose fines if the set daily contribution limits are not reached, or the contributions are not governed by an established manual (Prier, 2017; Bialy, 2017; Aro, 2016).

5.2 Use of bots and artificial intelligence

The second, very often used tool for disseminating disinformation is the use of so-called bots (Bialy, 2017). Bot is something that pretends to be a real social user, but it's computer software that is programmed to automatically create and distribute some kind of posts at regular intervals. With these contributions, he then tries to flood the public space on social networks and thus promote his narrative. Bots try to behave like real people, so they often use artificial intelligence to imitate human behaviour. It is currently estimated that bots account for approximately 5 to 15% of all users on Twitter, with a similar ratio estimated for the largest social network Facebook, where bots account for about 5 to 11% of all users (Biteniece et al., 2017).

The use of bots was very popular, especially before the US presidential election in 2016. It is estimated that in the key period between spring and autumn 2016, up to 30% of all messages sent in the United States via social networks were not created by human users but by bots (Bialy, 2017). As indicated above, the bots are mainly used on Twitter and Facebook. According to research, up to 20% of contributions belonging to the Islamic State are automatically generated by bots. Even more worrying is the findings of the North Atlantic Alliance's Centre of Excellence for Strategic Communications. According to their reports, in Poland and the Baltic countries, up to 70% of all Russian-language contributions that talk about NATO are the work of bots (Biteniece et al., 2017).

5.3 Misuse of algorithms

The third relatively frequently used tool for disseminating disinformation is the misuse of algorithms that work on social networks. These are algorithms that recommend different posts to social network users based on their behaviour on the social network. They also consider posts posted by their acquaintances and posts read by users of sites and groups of which they are members. Algorithms push users that are viral, that reach a large number of shares, and so-called likes. This creates the so-called echo effect. Just one click on an article and the social network will automatically start offering other articles with similar topics to the user. That is, if a user clicks on a hoax or fake message once because of the article's title, the social network will automatically start subtracting other similar articles and posts. Also based on this aspect, disinformation actors try to focus on breath-taking and emotionally sensitive topics in order to force users to click on their message or post with a shocking headline. The algorithms used monitor all articles and contributions and based on this, evaluate the frequency of occurrence of

---

88 The Center of Excellence for Strategic Communications is a NATO-accredited international military organization that is not part of NATO's command structure and is not subordinate to any other NATO body. Based in Riga, Latvia, it contributes to improving strategic communication capabilities within the Alliance and Allied countries. Strategic communication is an integral part of the Alliance's political and military objectives, so it is increasingly important for the Alliance to communicate in an appropriate, timely, accurate and sensitive manner about its evolving tasks, objectives and missions. The Centre's mission is to make a concrete contribution to the strategic communication capabilities of NATO, NATO Allies and NATO Partners. Its strength is built by transnational and cross-sectoral actors from the civil and military, private and academic sectors and using modern technologies, virtual tools for analysis, research and decision-making. At the heart of NATO's StratCom COE is a diverse group of international experts with military, governmental and academic backgrounds - trainers, educators, analysts, and researchers. For more details see: NATO. 2022. NATO Center of Excellence for Strategic Communications, 2022.
individual words. The ones with the highest frequency are then marked as trends, which are displayed to all users (Prier, 2017). The combined efforts of trolls, boots and users are used to create trends. By artificially and collectively distributing a large number of posts, the algorithms are able to evaluate that the topic is popular among users and then automatically offer the posts to other users.

Conclusions

Social networks are one of the most dynamically developing communication and information platforms. Over the course of a few years, they have undergone many significant changes. From small, scattered local community websites, they have evolved to consolidated companies with global reach and influence. Social networks have also been part of the leap into the world of mobile technologies, which have a huge impact on human behaviour, including patterns of social network use. Over time, users' motivations to engage in social media discussions have also changed. The initial, purely "social" motivation was gradually replaced by other motivations, such as the search for information, the provision of which brought social platforms much closer to the traditional media. In this information environment, a dramatic change has gradually taken place, which can be called the weaponization of social networks, which means the transformation of social networks into a battlefield in which hostile hybrid activities take place on the target audience in the Gray zone*** between peace and war.

Due to their exceptional characteristics, such as global reach, high availability, low costs, huge volume and speed of information exchange, and to some extent the anonymity of users, social networks are attractive to several actors with hostile agendas. Paradoxically, what was a great advantage became a visible weakness. Platforms, which were born "social", have become the site of a large number of activities that are clearly anti-social in nature. Therefore, in our opinion, it is justified to call social networks a battleground in which there is an intense struggle for people's hearts and minds. It is a battlefield where you can observe various military and non-military strategies and tactics and the use of tools such as disinformation, propaganda, false reports, conspiracy theories, threats against opponents, mobilization of supporters, coordination of actions and activities, etc. The dynamic development of technology plays an important role here, making all these activities simpler and more efficient. Robots and various applications help or even replace human actors to a large extent, and content (news, information) is becoming more and more attractive due to the development of multimedia.

In this context, the question arises as to what the democratic world can take, what measures it can take to deal effectively and efficiently with hostile activities on social networks and hybrid threats in general, as adversaries do not follow the same legal rules and ethical principles as democratic societies and do not share democratic values. Moreover, while adversaries are cunning, fast, flexible, and adaptable given the specific nature of their organizations and their establishment, democratic countries, and institutions are obliged to follow specific procedures with lengthy decision-making processes. Social networks, as it turns out, are therefore a very powerful and effective tool for manipulating the population on a mass scale. Their current mass use facilitates the dissemination of disinformation to state and non-state actors more than ever before. That is why it is very important not only to continue research in this area, but to deepen it even more. The achieved research results should contribute to the impossibility to use, resp. to abuse social networks as a hybrid weapon to influence people's thinking and behaviour and to jeopardize the democratic processes taking place in developed democracies.

*** The Gray zone is an area where hybrid warfare is taking place, taking advantage of the ambiguity of national and international law. These are activities of one state that are detrimental to another state, but legally they are not acts of war. This is the so-called acts below the border of armed conflict (Short Dictionary of Hybrid Threats, 2022).
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**Abstract.** The financial sector is introducing new services to meet consumer needs at a time of information society and rapid technological awareness growth. The study aims to summarize the existing global trends in banking sector digitalization and informatization and assess the impact of selected macroeconomic indicators on them. The World Bank's data were used for the principal analysis. We offer a novel model for evaluating relationships between banking digitalization and macroeconomic processes based on theoretically grounded assumptions. For a detailed study of banking informatization, countries with similar indicators of researchers in R&D per million people to Ukraine were selected (Romania, Cyprus, Ukraine, Malta, Croatia, Bulgaria, Latvia, Italy, and Poland). The research results allowed finding how our selected indicators affect the development of digitalization of the financial sector. The obtained results may have practical economic policy implications.
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1. Introduction

In today's world, the primary mechanism for achieving high economic efficiency in any economic sector is the ability to respond to changes in the market and its resource base. At a time of information society and rapid economic and technological awareness growth, the financial sector is introducing new resource bases to meet consumer needs. There is a need for further digitalization and informatization (in our paper, we will use those terms as synonymous). The banking sector of every country with an efficient economy is a centre of innovative products and results of human intellectual activity. The introduction of technologies in countries with economies in transition, including Ukraine, is a rather complex process, as it requires significant financial resources. Given this, the study of current global trends in banking informatization of the financial sector is relevant. A common feature in the technological development of the banking system of Ukraine and Europe is active investment in improving operations, optimizing customer interaction and improving the level of integration of banks with other systems (social networks, online shopping, etc.) (Jankovic, 2020; Mazurek, 2021; Radavičius & Tvaronavičienė, 2022; Nassar & Strielkowski, 2022).

Modern banking systems concentrate on the main financial risks that are associated with the shortcomings of a particular economic system and are cyclical. Therefore, the economic crisis of a country or region causes a problem in the banking system and vice versa. Each country's economic development process is inextricably linked with the functioning mechanism of the efficient financial market infrastructure, at the centre of which is the banking system. The success of market relations, ensuring intensive economic growth, increasing the country's competitiveness on the world market and increasing the population's welfare is determined by how effectively banks can operate in different segments of the banking services market. The need to study banking informatization is growing under the influence of globalization and asymmetry in the development of financial markets and intensification of competition in the global banking space.

The study aims to summarize the existing global trends in banking informatization of the financial sector and assess the impact of selected macroeconomic indicators on them.

2. Theoretical Basis

Many scholars' scientific works are devoted to studying the development of banking in general and banking informatization.


Eisenbach, Kovner and Lee (2022) modelled how cyberattacks can be amplified through the financial system by focusing on the wholesale payment network. The reverse stress test shows that attacks on groups of small banks can also damage much of the network. Xu, Saunders, Xiao and Li (2020) studied the impact on a firm when it is forced to switch its relationship with a bank. The opacity of firm information mitigates the consequences of losing a relationship. Liao, Chen and Lu (2009) investigate the impact of agency and information asymmetry issues embedded in structural credit models on bank credit risk assessment. Bessler and Nohel (2000) argue that banks face informational externalities in an asymmetric information environment because of their role as intermediaries.

Nevrla (2020) analyzed systemic risk in Europe's financial and energy sectors using the daily time series of CDS spreads. There is a much higher systemic risk in the financial industry compared to the energy sector. Melecky
and Podpiera (2020) argue that financial sector strategies enable a holistic view of their country's economic development needs. A significant link between the strategy and efficiency has not been confirmed.

Chang and Yang (2022) explored the role of cash reserves during crises and whether a firm with more extensive cash reserves will be able to resume operations quickly after the financial crisis. Chien-Lee and Wang (2021) examine whether geopolitical risks affect firms' cash reserves. Researchers have found that firms tend to accumulate more cash as a precaution when faced with geopolitical risk. Xiao, Zhao and Zhou (2022) study individual and macro-financial factors influencing the convergence of corporate debt.

Schelling and Towbin (2022) studied the transfer of negative interest rates on bank lending around an unexpected political rate, which the National Bank of Switzerland reduced to a resounding negative (-0.75%). Garel, Petit-Romec and Vander Vennet (2022) investigated the relationship between institutional ownership and bank capital. Researchers find supporting evidence that the excellent ability of institutional investors to monitor reduces the seriousness of the agency’s costs.

Karakaya, Michalsk and Örsc (2022), using deregulation of interstate banking regulation, create measures for banking integration and industry specialization, which take into account both direct and indirect links created by expanding networks of multibank holding companies. Anagnostopoulos, Husa, and Noikokyris (2022) studied the differences in efficiency between EU and US banks during 2000-2018. European banks lag behind the United States regarding technical efficiency before and after the crisis.

Yuan, Gu, Yuan, Lu and Ni (2022) analyzed the mechanism of banking competition's impact on stability, which will help financial regulators and commercial banks formulate differentiated regulatory policies and business strategies. Ampudia, Skander and Van den Heuvel (2022) study the impact of lower interest rates on the value of European banks' shares - an effect usually positive - has become negative as interest rates in the euro area have reached zero and below. Baik, Han, Joo and Lee (2022) expand the existing literature on the bank's capital structure, applying the model of parameters that change over time to the structure of partial adjustment. Altunbas, Marques-Ibanez, Leuvensteijn, and Zhao (2022) investigated how market power in the 2007-2009 crisis caused banks' systemic risk during the crisis and whether this effect was influenced by two key factors: securitization and bank capital.

Yun and Cho (2022) argue that monetary policy affects business loans more significantly than household loans. Aldasoro, Ehlers and Eren (2022) record significant and persistent price changes between US money market funds and highly rated world banks in secured and unsecured wholesale dollar-denominated markets. Rizwan, Ahmad and Ashraf (2022) assessed the systemic risk of countries with a systemically crucial Islamic banking sector. Their research also identifies determinants of financial institutions’ systemic importance (measured by side effect indices). Ornelas, Soaresdale Silva and Nazar Van Doornik (2022) explore the links between credit market competition and bank loan spreads.

Auer, Matyunina, and Ongena (2022) studied structural changes in bank supply, using their differentiated effect on activating the countercyclical capital buffer, which targets banks' mortgage risks. Zou and Wang (2022) studied whether the distance between branches and competition of local banks affect bank lending. Hu, Schclarek, Xu and Yan (2022) argue that developing countries often lack long-term funding. Chen (2022) argues that the interconnectedness of banks exacerbates banks' errors in underestimating risk when making capital decisions. The relationship of banks increases systemic risk.

Beutler, Gubler, Hauri and Sylvia Kaufmann (2021) note that economic uncertainty affects lending in specific periods and compensates for changes in interest rates. Cappelletti, Reghezza, Rodriguez d’Acri, and Spaggiari (2022) studied the impact of capital requirements on bank lending between institutional sectors, focusing on the
channels of their transmission and interaction with monetary policy. Özlem Dursun-de Neef and Schandlbauer (2022) argue that during the pandemic, households accumulated savings in their deposit accounts due to cost reductions due to limited mobility. This has led to a significant increase in bank deposits.

Georgescu and Jefleab (2015) emphasized the characteristic feature of banking information systems from an integrative point of view by identifying and justifying their place, role, evolution and perspective. Hrabchuk, Kachula, Lysiak, and Zarutska (2021) identified the peculiarities of monetary processes in the crisis period of economic development and directions of monetary policy correction. Khalatur (2015) analyzed the dynamics of the main agricultural development indicators in Ukraine and European countries. Export promotion will incentivize investors to invest in agricultural production, infrastructure and related services. Velychko, Velychko, Butko and Khalatur (2019) considered integrated solutions in the marketing logistics system, which are the main resource for ensuring effective value chain management. Khalatur, Velychko, Pavlenko, Karamushka and Huba (2021) investigated tools for monitoring the impact of VUCA global conditions on the financial stability of banks. Khalatur, Vinichenko and Volovyk (2021) explore the critical features of modern business processes and outsourcing. New forms of cooperation can bring legal relations beyond legal regulation in those countries that do not have time to adapt their legislation to new business strategies. Vasylieva (2019) proposed consistent monitoring and comparison of the dynamics of the development of the agricultural sectors of Ukraine and the USA, which will ensure the desired continuous improvement in the quality and efficiency of management. Velychko, Velychko and Ramanauskas (2016) consider promising ways and conceptual approaches to harmonizing the budget-forming role of agribusiness and the socio-economic role of rural development.

Chen, Lee and Shen (2022) write that a bank with high-income diversification and high liquidity has a high probability of problems in the next period. Corbisiero (2022) shows that liquidity infused into the banks of the affected country can lead to risk financing rather than lending simulation. Igan, Mirzaei, and Moore (2022) argue that the significant reduction in banking risk is primarily due to credit growth limits. Huynh and Dang (2022) analyze how the impact of loan portfolio diversification on a bank's profitability varies depending on the size of the bank and state ownership. Shahhosseini (2022) writes that capital needs are transmitted to the real economy through the bank lending channel. Banks that have passed the stress test are increasing lending, reducing the supply of loans to small and risky borrowers. The research results by Garcia and Meurer (2022) show that an increase in assets negatively affects the profitability of private banks but does not affect the profitability of state-owned banks. Cañón, Cortés and Guerrero (2022) explored the relationship between competition measures at the bank level and the cost of credit for nonfinancial firms. Lee, Wang, and Thinhand Xu (2022) note that the relationship between climate risk and the creation of bank liquidity depends on the characteristics of the bank and the country. Minesso, Mehl and Stracca (2022) studied the implications of the central bank's digital currency for an open economy. Fukuyama, Matousek and Tzeremes (2022) learn the production process of banks with problem loans. Empirical data show that the critical factors in the efficiency of banks are the high level of investment and strategic efficiency of decisions. Tian, Park and Cagas (2021) explore how the development of the bond market affects banks' risk-taking. Researchers have found that larger bond markets are associated with lower liquidity and portfolio risk and more excellent overall bank stability.

Pedrono (2022) writes that the amplitude of leverage pro-cyclicality is heterogeneous between banks and countries. Fiordelisi and Scardozzi (2022) analyze banks’ financing strategies after offering assistance. Eurozone countries have recently switched to a new centralized exemption system, removing implicit state guarantees. Adeniran, Jadah and Mohammed (2020) stress the importance of information technology in the strategic management of banks. This study differs from previous ones in that it lacks a link between sentiment and the real economy and does not consider the effect of the relationship between banking informatization and the real economy arising from information friction. The study also highlights the twofold feedback loop between banking informatization and the real economy; it shows that banking informatization can be a source of endogenous signals that generate self-realized fluctuations.
2. Method

The World Bank's data on macroeconomic and banking informatization indicators were used for the main analysis. The study begins by creating a model for assessing banking informatization and making assumptions about the interaction of banking sector performance and the economic environment. A set of indicators is being selected to be flexible and to explore different scenarios and variations of assumptions that illustrate how results may differ depending on the level of informatization, bank response, policy and economic response (see Fig. 1).
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- **Study of banking informatization of the financial sector**
  - Organizational component
    - Indicators: broad money, broad money growth, broad money to total reserves ratio, business extent of disclosure index, individuals using the Internet
  - Legal component
    - Indicators: charges for the use of intellectual property
  - Political component
    - Indicators: central government debt, net acquisition of financial assets, net incurrence of liabilities
  - Socio-economic component
    - Indicators: foreign direct investment (net inflows), GDP growth, GINI index, inflation
  - Scientific and technical component
    - Indicators: ICT goods exports, ICT goods imports, investment in ICT with private participation, research and development expenditure
  - Component of production processes
    - Indicators: bank capital to assets ratio, bank liquid reserves to bank assets ratio, commercial bank branches, depth of credit information index, domestic credit provided by financial sector

**Figure 1.** The theoretical framework of the study
For the purposes of this study of banking informatization of the financial sector in selected European countries, the following indicators were taken for analysis: organizational component - broad money, broad money growth, broad money to total reserves ratio, business extent of disclosure index, individuals using the Internet; legal component - charges for the use of intellectual property; political component - central government debt, net acquisition of financial assets, net incurrence of liabilities; socio-economic component - foreign direct investment(net inflows), GDP growth, GINI index, inflation; scientific and technical component - ICT goods exports, ICT goods imports, investment in ICT with private participation, research and development expenditure; component of production processes - bank capital to assets ratio, bank liquid reserves to bank assets ratio, commercial bank branches, depth of credit information index, domestic credit provided by financial sector and some others.

The indicators of the results of the banking sector informatization will also be analyzed, in particular, a mobile-money-service provider with the account of ownership at a financial institution, firms using banks to finance investment, firms using banks to finance working capital and others.

4. Results

Banking in current conditions is significantly diversified and is one of the economy's most dynamic sectors. This makes it challenging to define the concept of "banking digitalization/informatization". There is currently no generally accepted definition of banking informatization, so it isn't easy to provide a complete review of the literature in this rapidly evolving research area.

In the article, banking digitalization/informatization means a set of interrelated organizational, legal, political, socio-economic, scientific and technical production processes aimed at creating conditions to meet information needs, a realization of rights of citizens and society through creation, development, use information systems, networks, resources and information technologies based on the use of modern computer and communication innovation in banking.

The financial system has become much more complex in recent years. Although this complexity is an inevitable consequence of competition and economic growth, it is accompanied by specific outcomes, including much greater informatization.

For a detailed study of banking informatization of the financial sector, countries were selected with a similar indicator to Ukraine's Researchers R&D per million people (see Fig. 2).
Thus, Romania, Cyprus, Ukraine, Malta, Croatia, Bulgaria, Latvia, Italy, and Poland were selected for further research. In these countries, the Researchers in R&D indicator is approximately at the level of Ukraine. Denmark is also compared, with the highest rate of this indicator among European countries. Table 1 analyzed the indicators of organizational and legal components of banking informatization on average from 2000-2020.

<table>
<thead>
<tr>
<th>Country</th>
<th>Business extent of disclosure index (0=less disclosure to 10=more disclosure)</th>
<th>Individuals using the Internet (% of population)</th>
<th>Charges for the use of intellectual property, payments (BoP, current US$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Romania</td>
<td>8.93</td>
<td>38.50</td>
<td>491608114.03</td>
</tr>
<tr>
<td>Cyprus</td>
<td>6.53</td>
<td>53.51</td>
<td>71831564.88</td>
</tr>
<tr>
<td>Ukraine</td>
<td>4.13</td>
<td>25.07</td>
<td>519052631.58</td>
</tr>
<tr>
<td>World</td>
<td>5.21</td>
<td>26.65</td>
<td>26446349834.54</td>
</tr>
<tr>
<td>Malta</td>
<td>3.00</td>
<td>57.60</td>
<td>598452067.41</td>
</tr>
<tr>
<td>Croatia</td>
<td>3.00</td>
<td>50.84</td>
<td>226844635.02</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>10.00</td>
<td>41.03</td>
<td>126965329.35</td>
</tr>
<tr>
<td>Latvia</td>
<td>5.00</td>
<td>60.79</td>
<td>43050450.42</td>
</tr>
<tr>
<td>Italy</td>
<td>7.00</td>
<td>47.76</td>
<td>5369156274.42</td>
</tr>
<tr>
<td>Poland</td>
<td>7.00</td>
<td>54.10</td>
<td>2011578947.37</td>
</tr>
<tr>
<td>Denmark</td>
<td>7.00</td>
<td>86.20</td>
<td>1378585695.02</td>
</tr>
</tbody>
</table>

Money circulation is an important financial and economic process, the characteristics of both the result and the condition for the functioning of the economic system.

According to World Bank data (2022), Broad money in Romania is 35.77% of GDP, in Ukraine - 45.93% of GDP; in the world - 108.26% of GDP; in Croatia - 66.57% of GDP; in Bulgaria - 67.52% of GDP; in Poland -
54.36% of GDP; in Denmark - 58.70% of GDP. Broad money growth in Romania is 16.38 annual %; in Ukraine - 23.75 annual %; in Croatia - 8.32 annual%; in Bulgaria - 13.29 annual%; in Poland - 9.51 annual%; in Denmark - 4.80% annual. Broad money to total reserves ratio is in Romania - 1.72, in Ukraine - 3.20; in Croatia - 2.68; in Bulgaria - 1.85; in Poland - 3.09; in Denmark - 3.36. In other countries under study, the values of these indicators are missing. According to the peculiarities of the formation of the information and network economy, electronic money is becoming more widespread, particularly in international electronic networks. An intrinsic property of money is dynamism - money is constantly in motion, moving between economic entities of the same and different countries. The dynamism of money ensures its role in shaping the profitability of current financial and economical operations. Therefore the speed of money movement affects the financial stability and balance of the economic system. Table 2 analyzed the indicators of the political component of banking informatization on average from 2000-2020.

### Table 2. Indicators of the political component of banking informatization on average for 2000-2020

<table>
<thead>
<tr>
<th>Country</th>
<th>Net investment in nonfinancial assets (% of GDP)</th>
<th>Net lending (+) / net borrowing (-) (% of GDP)</th>
<th>Government expenditure on education, total (% of GDP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Romania</td>
<td>2.79</td>
<td>-3.10</td>
<td>3.44</td>
</tr>
<tr>
<td>Cyprus</td>
<td>3.51</td>
<td>-3.26</td>
<td>6.29</td>
</tr>
<tr>
<td>Ukraine</td>
<td>0.76</td>
<td>-2.38</td>
<td>5.94</td>
</tr>
<tr>
<td>World</td>
<td>1.48</td>
<td>-3.00</td>
<td>4.29</td>
</tr>
<tr>
<td>Malta</td>
<td>5.12</td>
<td>-4.69</td>
<td>5.88</td>
</tr>
<tr>
<td>Croatia</td>
<td>1.76</td>
<td>-3.62</td>
<td>4.10</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>2.61</td>
<td>-0.50</td>
<td>3.74</td>
</tr>
<tr>
<td>Latvia</td>
<td>3.28</td>
<td>-2.56</td>
<td>5.29</td>
</tr>
<tr>
<td>Italy</td>
<td>1.06</td>
<td>-2.82</td>
<td>4.26</td>
</tr>
<tr>
<td>Poland</td>
<td>2.05</td>
<td>-3.52</td>
<td>5.03</td>
</tr>
<tr>
<td>Denmark</td>
<td>1.69</td>
<td>0.82</td>
<td>8.02</td>
</tr>
</tbody>
</table>

*Source: compiled by authors based on World Bank data*

According to World Bank data (2022), Central government debt in Ukraine is 41.41% of GDP; net incurrence of liabilities) in Ukraine is 4.39% of GDP; in Malta - 5.82% of GDP. Claims on central government claims in Romania is 0.95 annual growth as% of broad money; in Ukraine - 3.98 annual growth as% of broad money; in Croatia - 1.52 annual growth as% of broad money; in Bulgaria (-0.72) annual growth as% of broad money; in Poland - 1.85 annual growth as% of broad money; Denmark (-0.78) annual growth as% of broad money. So, many problems need to be solved shortly within the limits of modern information technologies to develop the banking system. Currently, among the most urgent problems of informatization of the banking sector are the small amount of equity capital of most banks and its unsatisfactory quality, the imbalance of the structure of assets and liabilities, and low efficiency of management. Table 3 analyzed the indicators of the socio-economic component of banking informatization on average from 2000-2020.
Table 3. Indicators of the socio-economic component of banking informatization on average for 2000-2020

<table>
<thead>
<tr>
<th>Country</th>
<th>Foreign direct investment, net inflows, % of GDP</th>
<th>GDP growth, annual %</th>
<th>Gini index, World Bank estimate</th>
<th>Inflation, GDP deflator, annual %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Romania</td>
<td>3,74</td>
<td>4,13</td>
<td>36,31</td>
<td>10,40</td>
</tr>
<tr>
<td>Cyprus</td>
<td>81,51</td>
<td>2,39</td>
<td>32,56</td>
<td>1,64</td>
</tr>
<tr>
<td>Ukraine</td>
<td>3,80</td>
<td>2,43</td>
<td>26,46</td>
<td>15,78</td>
</tr>
<tr>
<td>World</td>
<td>2,88</td>
<td>2,84</td>
<td>x</td>
<td>3,85</td>
</tr>
<tr>
<td>Malta</td>
<td>97,00</td>
<td>3,88</td>
<td>29,08</td>
<td>2,42</td>
</tr>
<tr>
<td>Croatia</td>
<td>3,55</td>
<td>1,98</td>
<td>31,60</td>
<td>2,39</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>8,36</td>
<td>3,59</td>
<td>36,93</td>
<td>4,26</td>
</tr>
<tr>
<td>Latvia</td>
<td>3,45</td>
<td>3,73</td>
<td>35,83</td>
<td>4,63</td>
</tr>
<tr>
<td>Italy</td>
<td>1,22</td>
<td>0,22</td>
<td>34,55</td>
<td>1,74</td>
</tr>
<tr>
<td>Poland</td>
<td>3,25</td>
<td>3,79</td>
<td>33,17</td>
<td>2,21</td>
</tr>
<tr>
<td>Denmark</td>
<td>0,95</td>
<td>1,34</td>
<td>27,01</td>
<td>1,68</td>
</tr>
</tbody>
</table>

Source: compiled by authors based on World Bank data

The main problems of the financial sector in Ukraine are distrust in the financial system, lack of financial planning and financial literacy of customers, and problems with Internet coverage in the country's regions. To build a strategy for the development of banking informatization of the financial sector, it is necessary to consider the strategy of each bank through the prism of those trends that already exist in the global market. Key internal processes will then be analyzed, strengths and weaknesses identified and compared with leading market practices. It is necessary to assess the opportunities for implementing current trends and be the ones who create trends. Table 4 analyzed the indicators of banking informatization's scientific and technical components on average for 2000-2020.

Table 4. Indicators of the scientific and technical component of banking informatization on average for 2000-2020

<table>
<thead>
<tr>
<th>Country</th>
<th>ICT goods exports, % of total goods exports</th>
<th>ICT goods imports, % total goods imports</th>
<th>ICT service exports, % of service exports, BoP</th>
<th>Insurance and financial services, % of service exports, BoP</th>
<th>Insurance and financial services, % of service imports, BoP</th>
<th>Research and development expenditure, % of GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Romania</td>
<td>4,10</td>
<td>7,24</td>
<td>13,08</td>
<td>2,60</td>
<td>6,28</td>
<td>0,45</td>
</tr>
<tr>
<td>Cyprus</td>
<td>6,49</td>
<td>5,18</td>
<td>7,67</td>
<td>20,02</td>
<td>16,54</td>
<td>0,42</td>
</tr>
<tr>
<td>Ukraine</td>
<td>0,93</td>
<td>3,39</td>
<td>6,36</td>
<td>1,42</td>
<td>7,47</td>
<td>0,81</td>
</tr>
<tr>
<td>World</td>
<td>11,99</td>
<td>12,76</td>
<td>7,99</td>
<td>11,60</td>
<td>8,48</td>
<td>2,05</td>
</tr>
<tr>
<td>Malta</td>
<td>32,40</td>
<td>16,92</td>
<td>1,44</td>
<td>28,39</td>
<td>31,18</td>
<td>0,57</td>
</tr>
<tr>
<td>Croatia</td>
<td>2,56</td>
<td>5,43</td>
<td>3,78</td>
<td>0,88</td>
<td>8,40</td>
<td>0,85</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>2,21</td>
<td>5,39</td>
<td>6,86</td>
<td>3,55</td>
<td>6,85</td>
<td>0,58</td>
</tr>
<tr>
<td>Latvia</td>
<td>5,62</td>
<td>7,06</td>
<td>7,25</td>
<td>10,18</td>
<td>7,79</td>
<td>0,55</td>
</tr>
<tr>
<td>Italy</td>
<td>2,40</td>
<td>6,01</td>
<td>7,46</td>
<td>6,79</td>
<td>9,99</td>
<td>1,21</td>
</tr>
<tr>
<td>Poland</td>
<td>6,44</td>
<td>8,54</td>
<td>5,78</td>
<td>2,42</td>
<td>6,18</td>
<td>0,75</td>
</tr>
<tr>
<td>Denmark</td>
<td>4,46</td>
<td>8,73</td>
<td>4,92</td>
<td>1,70</td>
<td>1,81</td>
<td>2,77</td>
</tr>
</tbody>
</table>

Source: compiled by authors based on World Bank data

According to World Bank data (2022), Indicator Investment in ICT with private participation in Romania is 153000000 US $, in Ukraine - 1320000000 US $, in Bulgaria - 280000000 US $, in other countries, there are no data. Further development of FinTech companies is not possible without attracting investments and adapting legislation to new business models. These processes result from large-scale globalization of the economy and the
natural development of technologies. In today's operating conditions, business is increasingly immersed in digital processes, and traditional economic models are taking a back seat.

Rare events, including financial crises and macroeconomic catastrophes, are challenging to analyze. This analysis informs us of our understanding of data transmission mechanisms and assessing vulnerabilities in the financial sector, as well as highlights potential policy responses that would effectively mitigate reinforcements. From a practical point of view, data on macroeconomic indicators provide detailed information on flows between different financial institutions. This detailed information allows managers to model various scenarios using factual data and investigate the result without too many assumptions (see Table 5).

**Table 5.** Indicators of the component of production processes of banking informatization on average for 2000-2020

<table>
<thead>
<tr>
<th>Country</th>
<th>Bank capital to assets ratio (%)</th>
<th>Bank liquid reserves to bank assets ratio (%)</th>
<th>Bank nonperforming loans to total gross loans (%)</th>
<th>Borrowers from commercial banks (per 1,000 adults)</th>
<th>Depositors with commercial banks (per 1,000 adults)</th>
<th>Depth of credit information index (0=low to 8=high)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Romania</td>
<td>8.78</td>
<td>35.44</td>
<td>10.16</td>
<td>225.99</td>
<td>-</td>
<td>7.00</td>
</tr>
<tr>
<td>Cyprus</td>
<td>7.69</td>
<td>-</td>
<td>23.19</td>
<td>387.79</td>
<td>1189.57</td>
<td>4.71</td>
</tr>
<tr>
<td>Ukraine</td>
<td>12.44</td>
<td>10.18</td>
<td>31.74</td>
<td>-</td>
<td>2467.68</td>
<td>7.00</td>
</tr>
<tr>
<td>World</td>
<td>x</td>
<td>16.47</td>
<td>x</td>
<td>152.69</td>
<td>485.16</td>
<td>4.60</td>
</tr>
<tr>
<td>Malta</td>
<td>7.63</td>
<td>-</td>
<td>6.23</td>
<td>363.92</td>
<td>1356.94</td>
<td>2.57</td>
</tr>
<tr>
<td>Croatia</td>
<td>13.45</td>
<td>21.35</td>
<td>10.68</td>
<td>625.45</td>
<td>1440.94</td>
<td>5.86</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>11.08</td>
<td>15.44</td>
<td>11.55</td>
<td>448.44</td>
<td>1571.84</td>
<td>5.00</td>
</tr>
<tr>
<td>Latvia</td>
<td>10.02</td>
<td>-</td>
<td>7.73</td>
<td>349.03</td>
<td>1249.22</td>
<td>7.14</td>
</tr>
<tr>
<td>Italy</td>
<td>5.41</td>
<td>-</td>
<td>11.32</td>
<td>466.12</td>
<td>679.64</td>
<td>7.00</td>
</tr>
<tr>
<td>Poland</td>
<td>8.88</td>
<td>12.02</td>
<td>4.31</td>
<td>465.94</td>
<td>1011.95</td>
<td>8.00</td>
</tr>
<tr>
<td>Denmark</td>
<td>6.29</td>
<td>4.24</td>
<td>3.53</td>
<td>-</td>
<td>-</td>
<td>6.00</td>
</tr>
</tbody>
</table>

*Source:* compiled by authors based on World Bank data.

According to World Bank data (2022), deposit interest rate in Romania is 7.18%; in Ukraine - 10.02%; in Croatia - 2.04%; in Bulgaria - 2.39%. No data are available for other studied countries. Domestic credit provided by the financial sector in Ukraine is 83.93% of GDP. In Fig. 3, there are analyzed commercial bank branches and banks' domestic credit to the private sector.

Despite digital technologies rapidly gaining ground, there are no generally accepted and harmonized legal definitions of digitalization and informatization. Digitalization is becoming an essential factor in the economic growth of any country's economy and is a modern development trend.
Traditional interconnection research examines the impact on the network of relationships formed by banks through interbank borrowing and other performance indicators. However, banking informatization's opportunities and effects can manifest through connections that are not actively manifested through traditional risk management. Another critical factor is the possibility of feedback and empowerment through economics and politics. Figure 4 analyzed the indicators of the informatization results of the banking sector on average from 2000-2020.

Figure 3. Commercial bank branches (per 100,000 adults) and domestic credit to the private sector by banks (% of GDP), average from 2000-2020.

Source: compiled by authors based on World Bank data.
Banking informatization of the financial sector is associated with projects to transform the IT landscape of banks, introducing new services and personalizing offers to customers.

Analyzing the results of multivariate analysis, the factors proposed above are also considered in more detail. The banking informatization of the financial sector is indirectly reflected in the growth rate of account ownership at a financial institution or with a mobile-money-service provider (Index Mundi https://www.indexmundi.com/facts/indicators/FX.OWN.TOTL.ZS)

However, choosing an indicator that would become a correct indicator of such a process is somewhat problematic. Little attention has been paid to the study of this factor in the scientific literature. Thus, even if it is selected as the correct indicator, the regression analysis based on retrospective data will not provide an adequate assessment of the impact of this indicator on the level of banking informatization of the financial sector in the countries under study. It is not necessary to reject the impact of the country's economic diversification process on Account ownership at a financial institution or with a mobile-money-service provider (Index Mundi...
It is believed that this process can impact a more extended period. It is argued that the impact of such a complex multifactorial process should be considered in separate macroeconomic studies.

Business extent of disclosure index, individuals using the Internet, charges for the use of intellectual property; net investment in nonfinancial assets; net lending/net borrowing; foreign direct investment; GDP growth; Gini index; inflation; ICT goods exports; ICT goods imports; ICT service exports; insurance and financial services; insurance and financial services; government spending on education; research and development expenditure; bank capital to assets ratio; bank liquid reserves to bank assets ratio; nonperforming bank loans to total gross loans; borrowers from commercial banks; commercial bank branches; depositors with commercial banks; depth of credit information index; domestic credit to the private sector by banks are indicators that can become important determinants of a mobile-money-service provider or account ownership at a financial institution. In the factors proposed in this study, this indicator of banking informatization of the financial sector is indirectly taken into account. The data sample refers to the period from 2000 to 2020. This period is justified by the relative macroeconomic stability of countries and the availability of statistical data necessary for analysis. Below is Table 7 with correlation coefficients between potential determinants and a mobile-money-service provider or the account ownership at a financial institution due to banking informatization of the financial sector (see Table 7).

Table 7. Results of the correlation analysis of the banking informatization factors of the financial sector (based on the indicator “A mobile-money-service provider or account ownership at a financial institution”)

<table>
<thead>
<tr>
<th>Group of factors of organizational and legal component banking informatization</th>
<th>Group of factors of political component banking informatization</th>
<th>A group of factors of social and economic components banking informatization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business extent of disclosure index</td>
<td>Net investment in nonfinancial assets</td>
<td>Foreign direct investment, net inflows</td>
</tr>
<tr>
<td>0.871</td>
<td>0.811</td>
<td>0.297</td>
</tr>
<tr>
<td>Individuals using the Internet</td>
<td>Net lending (+) / net borrowing (-)</td>
<td>GDP growth</td>
</tr>
<tr>
<td>0.295</td>
<td>0.729</td>
<td>0.756</td>
</tr>
<tr>
<td>Charges for the use of intellectual property</td>
<td>Government expenditure on education, total</td>
<td>Gini index</td>
</tr>
<tr>
<td>0.753</td>
<td>-0.701</td>
<td>-0.744</td>
</tr>
<tr>
<td>Group of factors of scientific and technical component of bank informatization</td>
<td>Group of factors component of production processes of banking informatization</td>
<td></td>
</tr>
<tr>
<td>ICT goods exports</td>
<td>Bank capital to assets ratio</td>
<td>0.461</td>
</tr>
<tr>
<td>0.846</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICT goods imports</td>
<td>Bank liquid reserves to bank assets ratio</td>
<td>0.867</td>
</tr>
<tr>
<td>0.371</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insurance and financial services (% of service exports)</td>
<td>Borrowers from commercial banks</td>
<td>0.471</td>
</tr>
<tr>
<td>0.653</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insurance and financial services (% of service imports)</td>
<td>Commercial bank branches</td>
<td>0.671</td>
</tr>
<tr>
<td>0.689</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Research and development expenditure</td>
<td>Depth of credit information index</td>
<td>Domestic credit to the private sector by banks</td>
</tr>
<tr>
<td>0.383</td>
<td>0.774</td>
<td>0.732</td>
</tr>
</tbody>
</table>

* statistically significant correlation coefficients (t_{obs}>t_{crit} at a significance level < 5%)
The selection of the main factors that have the most substantial influence on the function \( y \) is made since the model, which includes many aspects, is unstable: it does not objectively reflect changes in \( y \) with corresponding changes in factors. The selection was made based on the analysis of the values of special statistical characteristics. However, for further regression analysis, the factors with the highest correlation coefficient values are selected. In the course of further study, a regression model of account ownership at a financial institution or with a mobile-money-service provider was built for the selected factors.

Regression analysis is a method of establishing the analytical expression of the stochastic relationship between the studied features. The regression equation shows how \( y \) (the dependent variable describing the process to be predicted or understood) changes on average when any of the \( x_i \) changes and has the form:

\[
y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_n x_n + u
\]

A multivariate correlation-regression model was built for a mobile-money-service provider or account ownership at a financial institution. In this methodological development, the limitations were as follows: the selection of the main factors that determine the level of a mobile-money-service provider or account ownership at a financial institution and an assessment of the degree of their impact on this indicator. In this study, a mobile-money-service provider or account ownership at a financial institution is the dependent variable \( y \).

The impact on Account ownership at a financial institution or with a mobile-money-service provider of the following factors is considered:

- \( X_1 \) - people using the Internet, % of population;
- \( X_2 \) - direct foreign investment, net inflows, % of GDP;
- \( X_3 \) - imports of ICT goods, % total goods imports;
- \( X_4 \) - research and development expenditure, % of GDP;
- \( X_5 \) - bank capital to assets ratio, %;
- \( X_6 \) - borrowers from commercial banks, per 1,000 adults;
- \( y \) - a mobile-money-service provider or account ownership at a financial institution, % of population ages 15+.

In this study, we assume that there is a multiple linear regression; that is, a mobile-money-service provider or account ownership at a financial institution depends linearly on the selected six factors \( X_1, X_2, \ldots, X_6 \). The regression equation has the following form: \( y = a_0 + a_1 X_1 + a_2 X_2 + a_3 X_3 + a_4 X_4 + a_5 X_5 + a_6 X_6 \), where \( a_1, a_2, \ldots, a_6 \) are the parameters of the regression equation, subject to evaluation. The evaluation of the regression function was performed using the Excel program.

The regression equation looks like this:

\[
y = 4.274 + 0.073x_1 + 0.931x_2 + 0.251x_3 + 1.056x_4 + 0.355x_5 + 0.904x_6
\]

This regression model and the multiple correlation coefficient \( R = 0.768 \) indicates a high closeness of the relationship between the selected factors and a mobile-money-service provider or account ownership at a financial institution.

In the course of the correlation-regression analysis, it was revealed that the main factors determining the variation in the level of the indicator Account ownership at a financial institution or with a mobile-money-service provider in the retrospective period are: people using the Internet; foreign direct investment, net inflows; imports of ICT goods; research and development expenditure; bank capital to assets ratio; borrowers from commercial banks.

Thus, when changing the coefficient \( x_1 \) (people using the Internet) by 1% a mobile-money-service provider or account ownership at a financial institution increases slightly by 0.073%; when \( x_2 \) (foreign direct investment, net
inflows) increases by 1%, a mobile-money-service provider or account ownership at a financial institution increases by 0.931%; when changing the coefficient $x_3$ (ICT goods imports) by 1% a mobile-money-service provider or account ownership at a financial institution increases by 0.251%; when the coefficient $x_4$ (research and development expenditure) is changed by 1%, the resulting indicator increases by 1,056%; when the coefficient $x_5$ (bank capital to assets ratio) is changed by 1%, the resulting indicator increases by 0.355%; when the coefficient $x_6$ (borrowers from commercial banks) is changed by 1%, the resulting indicator increases by 0.904%. Thus, in current conditions, the resulting indicator selected for the study of banking informatization of the financial sector, a mobile-money-service provider or account ownership at a financial institution is most influenced by the following indicators: foreign direct investment, net inflows; research and development expenditure; borrowers from commercial banks.

To increase a mobile-money-service provider or account ownership at a financial institution, it should first be paid special attention to foreign direct investment, net inflows, research and development expenditure, borrowers from commercial banks.

In the proposed model, agents form expectations and make investments based on information from the financial sector about the overall state of the economy. Thus, a key feature of the proposed model is that information and macroeconomic indicators are correlated through general sentiment about the overall economy and can create a balance of non-fundamental rational expectations. The analyzed indicators, which reflect the perspective views of most experienced investors, are widely considered a barometer of the aggregate economy.

**Discussion**

Schelling and Towbin (2022) found that banks that suffered more from negative interest rates offered softer lending terms and provided more than other banks. This result is consistent with risk-taking when a lower policy rate encourages the bank to take risks to maintain profits. Garel, Petit-Romec and Vander Vennet (2022) showed that banks with more significant institutional ownership operate with much higher capital ratios. The results of research by Karakaya, Michalsk and Örsc (2022) show that the channel of banking integration helps shape the country's industrial landscape.

Beutler, Gubler, Hauri and Kaufmann (2021) note that the overall negative impact of changes in interest rates on loan growth is partially muted in periods when uncertainty is extremely low or high. The research of Cappelletti, Reghezza, Rodriguez d'Acri and Spaggiari (2022) shows the interaction between macroprudential and monetary policy, as well as the positive effect of combining two different sets of incentives to maintain banking stability and credit for the real economy. Özlem Dursun-de Neef and Schandlbauer (2022) argue that policies which may affect household spending will lead to changes in the volume of deposits in the banking system, which will affect the supply of credit by banks. Igan, Mirzaei and Moore (2022) argue that pre-crisis capital growth in systemically important financial institutions reduces the profitability of bank shares.

Huynh and Dang (2022) write that the bank's profits increase with the diversification of the loan portfolio in state-owned banks, in contrast to the consequences for private banks. The results of studies by Lee, Wang, Thinh and Xu (2022) show that policymakers should be careful when formulating and implementing climate-related strategies, as they may affect the creation of liquidity, which, in turn, may affect macroeconomic stability.

Thus, this article complements the latest literature, which examines the effect of the relationship between the financial sector and the real side of the economy.
Innovative information technologies play an essential role. When creating the bank of the future, information technologies in the banking services field have the strategic effect of increasing the customer base, reducing the cost of banking operations at the optimal level of operational risk and operating costs. The leading global trends in the development of banking informatization are the close relationship of the bank with the client, the integration of the bank into the IT sector, the interaction of banks with social networks and the involvement of new technologies.

The current stage of banking informatization of the financial sector of the economy has identified trends and directions of the development of financial institutions. Coherence of organizational and planned measures for banking informatization will help increase the level of innovation and performance of the banking and financial sector. Further prospects for developing banking informatization in the financial industry aim to improve the legal framework and data protection and find appropriate cooperation between banks and Fintech companies. Thus, the priority areas of banking informatization of the financial sector of the world economy are improvement, the components development of the above processes, means of informatization and information technology, and their integration. The dynamics of global economic growth in banking informatization of the financial sector is essential.

**Conclusions**

The study aimed to summarize the existing global trends in banking informatization of the financial sector and assess the impact of macroeconomic indicators. Thus, this paper examines how the financial industry can affect the overall real economy through the information channel. Due to the two-way feedback between the financial and real sectors, a slight shock to financial market sentiment could intensify and have a significant impact on the real economy. A multifactor correlation-regression model of account ownership at a financial institution or with a mobile-money-service provider was built. In this methodological development, the limitations were as follows: selection of the main factors determining the level of account ownership at a financial institution or with a mobile-money-service provider and assessment of their impact on this indicator. In this study, a dependent variable is account ownership at a financial institution or with a mobile-money-service provider. Thus, a vital feature of the proposed model is that information and macroeconomic indicators are correlated through general sentiment about the overall economy and can create a balance of non-fundamental rational expectations. The analyzed indicators, which reflect the perspective views of most experienced investors, are widely considered a barometer of the aggregate economy.

Despite the indicated research limitations, to increase “Account ownership at a financial institution or with a mobile-money-service provider”, managers should first pay special attention to foreign direct investment, net inflows, research and development expenditure, and borrowers from commercial banks.
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Abstract. In order to find out whether customers perceive (any) differences between the types of shopping channels (webrooming or showrooming) when it comes to buying clothes and footwear (given the selected factors), the study used the theoretical framework of the Technology Acceptance Model, the theory of Exploratory Consumer Behavior, and other factors (perceived risk, need for touch and feel, and price perception). The study is based on answers of 208 Slovak consumers (elicited on the basis of a questionnaire). By applying a non-parametric test of differences - the Wilcoxon test of two independent samples (Mann-Whitney U test), the study arrived at a conclusion that the differences between shopping channels are not significant when it comes to technology acceptance determinants (TAM determinants). From the point of view of exploratory behavior, the exploratory information seeking dimension turned out to be insignificant. However, the research showed that webroomers prefer exploratory acquisition. The differences between the purchasing channels in terms of other analysed factors also proved to be significant. In all cases, higher tendencies were identified for webrooming. The paper upholds the idea of integrating purchase channels and highlights the need to track the purchase journey of customers who interact with businesses through many different channels and touchpoints, both online and offline. The paper will serve marketers, as a better understanding of the purchasing behavior of customers will help businesses set up more relevant marketing and business strategies, and thus improve their market position. Towards the end, the paper presents business recommendations and suggest possibilities for further research.
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1. Introduction

The current retail environment is going through a change due to the rapid expansion of mobile technologies. Mobile applications have also become one of the basic search tools (Hernández-Garrido et al., 2022) and the dependence of individuals on them has been also increased rapidly since the occurrence of Covid-19 pandemic (Fakunle & Ajani, 2021; Dušek & Sagapova, 2022). These technologies give valuable knowledge that is easy to access by their users (Zamir & Kim, 2022). With the expansion of shopping channels available in the market, the way consumers shop has changed significantly. This is evidenced in changes in the way people search for information, compare products and make purchases (Nam & Kannan, 2020). Understanding the ever-changing consumer shopping journey is therefore an important step in meeting shopping expectations of consumers. Today, the way marketers want to sell their products is no longer important as the way consumers want to shop comes to the forefront. The marketing science is now shifting its focus towards specific determinants decisive in choosing the type of shopping channel (Machova & Vochozka, 2019). In this regard, social media channels and other online-digital marketing platforms are crucial for marketing purposes (Civelek et al., 2020; Antosko et al., 2015) including branding and advertising (Klüčnikov et al., 2022; Melnikova et al., 2016) since they provide less costly options for their users (Zufán et al., 2020) developing communication quality, and reducing time that they spend for their operations (Tekin & Turhan, 2020). Firms also use new demand forecasting methods to be competitive in changing environments (Kolková & Ključnikov, 2021; Turisová et al., 2021). Using these methods should be reflected in the level of their profit (Vochozka et al., 2019b). To explain this behavior, previous research made use of various models and theories, including other research variables. For example, Rejon-Guardia & Luna-Nevarez (2017) investigated the adoption of showrooming behavior using the theory of planned behavior. Arora & Sahney (2017) proposed a conceptual model of webrooming acceptance based on the technology acceptance model. Mukherjee & Chatterjee (2021) used consumer purchase decision theories in their research to design a model that identifies showrooming and webrooming as a combination of two decisions, in particular channel selection when searching for information and channel selection during purchase. A study by Aw et al. (2021) proposed a comprehensive research model that includes consumer traits (i.e., need to touch, need for interaction, and price comparison), channel-related factors (i.e., online search convenience, perceived usefulness of online reviews, perceived friendliness of a salesperson, and perceived risk of shopping online) and the perception of smart shopping as precursors to webrooming. A study by Huh & Kim (2021) examined the differences between showrooming and webrooming in terms of exploratory behavior. Based on the epistemic theory of curiosity, this study tested a conceptual model delineating two independent variables (i.e., interest and deprivation–curiosity), two mediating variables (i.e., market mavenism, consumer innovativeness), and two dependent variables (i.e., actual showrooming, actual webrooming).

Although previous researchers have tried to best understand the process of choosing a shopping channel, there are still gaps that need to be filled. No studies have yet been conducted that would investigate the behavior of Slovak consumers with regard to switching between online and offline shopping channels. For this reason, an exploratory study based on two theoretical frameworks, similar to Herrera-Crespo's (2021) research, has been proposed. Technology Acceptance Model (TAM) explains how the user accepts the technology. Some researchers also declare the fact that TAM examines how the perceived trust, security and benefits influence individuals’ plan to use new tools that are based on new technological developments (Klüčnikov et al., 2020a; Petruf et al., 2015). Exploratory Consumer behavior (ECB), in terms of cognitive and sensory stimulation, explains how shoppers select and evaluate information. In addition to these two frameworks, which are widely used in the scientific literature and accepted by researchers, the study also focuses on other variables that may influence the choice of shopping channel - perceived risk, price perception and need for touch and feel. In contrast to the aforementioned analyses, the aim of this study is to find out whether customers prefer certain types of shopping channels when it comes to purchasing products (any type of clothing and footwear). The sample consisted of Slovak consumers. The paper will serve business entities, as a better understanding of the purchasing behavior of customers will help
them set up more relevant marketing and business strategies, and thus improve their market position, increase customer loyalty, conversion rate and bring more sales opportunities at the same time.

The paper consists of several parts. In its first part, the paper presents the theoretical framework of the research, outlines individual researched variables and research assumptions. In the next part, the paper describes data collection process, characterizes the research sample and describes other research methods. In the third part, the paper presents the results of established hypotheses (on the basis of statistical methods). Subsequently, the paper discusses the results and presents implications and suggestions for future research.

2. Theoretical framework and hypothesis development

In the literature, concepts such as showroaming and webrooming are identified as distinct and independent consumer purchasing behaviors (Ailawadi & Farris, 2017; Wolny & Charoensuksai, 2014). According to Mukherjee & Chatterjee (2021), showroaming and webrooming are seen as the result of two different and sequential channel choice decisions. Therefore, consumers with a higher propensity for showroaming or webrooming may show a different attitude when making their decisions. Flavian et al. (2020), characterizes these behaviors as two-phase decision processes that differ in the channels customers use to collect data, research products, and make the purchase. Webrooming is trend in shopping behaviour where consumers search for product information using online channels, but opt to purchase products in brick-and-mortar stores (Awet et al., 2021). On the other hand, showroaming is behavior where search for information in brick-and-mortar stores and then purchase products online (Fiestas & Tuzoiv, 2021; Ziolo et al., 2020). Based on previous studies and based on the theoretical framework of TAM and ECB, the authors of the paper present their own research assumptions in the next chapter.

Technology Acceptance Model (TAM)
The model tries to explain which factors convince users to accept a new technology, for instance using neural networks (Vochozka et al., 2019a, Vochozka et al., 2020). Two main determinants of technology acceptance are: (1) Perceived Usefulness (PU) and (2) Perceived Ease of Use (PEOU). The former refers to the extent to which an individual believes that using a particular system would enhance their job performance, while the latter is defined as the extent to which the user of the technology expects that its use will not require high effort (Davis et al., 1989). Research by Arora & Sahney (2018) confirmed that perceived usefulness has a positive effect on showroaming intentions, while both perceived usefulness and ease of use have a positive yet indirect effect on webrooming (Arora & Sahney 2019). In their study, Blut & Wang (2020) found that consumers engage in webrooming or showroaming only if they believe that the process of purchasing fashion products meets the criteria of “ease of use”. Chimborazo-Azogue et al. (2021) focused on mobile showroomers and hypothesized that mobile showroaming intention will increase when the shopper perceives that using a smartphone contributes to the achievement of shopping trip goals. Herrero-Crespo et al. (2021) also assumed in their research that the use of webrooming / showroaming is determined by the degree to which consumers perceive that this multi-channel shopping is better than single-channel shopping in terms of usefulness and ease of use. Online channels are identified in the literature as search channels offering convenience, ease of navigation, price comparison and tailor-made offers (Dekimpe et al., 2020). Therefore, webroomers, according to Fernández et al. (2018), search and obtain product information online to facilitate the purchase phase in brick-and-mortar stores. Today's empirical strengthening confirms that security is an important multidimensional factor of the quality of society and the life of citizens, which we must systematically investigate, predict, and ensure (Kelemen et al., 2018). In accordance with the TAM model, Arora & Sahney (2019) identified the convenience of online search as an important factor that affects consumers' attitude towards webrooming. Based on the above, the following hypotheses were formulated:
**H1:** There are statistically significant differences between webrooming and showrooming in perceived usefulness when consumers shop for clothes and footwear.

**H2:** There are statistically significant differences between webrooming and showrooming in perceived ease of use when consumers shop for clothes and footwear.

**Exploratory Consumer Behaviour (ECB)**

The authors of this theory are Baumgartner & Steenkamp (1996), who believe that there may be differences in the way consumers search for, select and evaluate information when shopping. For this reason, they defined two dimensions of consumer behavior: (1) Exploratory acquisition of products (EAP) and (2) Exploratory information seeking (EIS). According to the authors, the first dimension is associated with sensory stimulation, suggesting that individuals search for new, complex, surprising, and challenging experiences. They want to try new products more, change merchants they buy products from, and explore new options to avoid routine purchases (Swati & Sandeep, 2012). Research suggests that online channels offer more comprehensive product categories than brick-and-mortar stores, prompting shoppers to search for products online first before heading to brick-and-mortar stores (Kang, 2018). The second dimension reflects cognitive stimulation through acquiring relevant knowledge. In this case, consumers like to browse and watch displays, are interested in advertisements and other promotional materials that provide marketing information (Viejo-Fernandez et al., 2018). It is likely that both types of exploratory behavior support the development of webrooming and showrooming behavior (Herrero-Crespo et al., 2021). In their work, Huh & Kim (2021) researched the differences between showrooming and webrooming in terms of exploratory behavior based on the epistemic theory of curiosity. The results they arrived at suggested that showroomers and webroomers have different characteristics and are driven by different motivational factors. Likewise, Herrero-Crespo et al. (2021) argue that given the characteristics that define webrooming and showrooming, the exploratory behavior has different impact on each of these shopping channels. The decision-making processes of showroomers are less planned than those of webroomers. Research by Viejo-Fernandez et al. (2018) suggests that both dimensions of ECB are found in showrooming, although their relative importance may slightly differ. According to the authors, it is possible that from the point of view of cognitive stimulation, showroomers do not always provide accurate information about the properties of the product, and therefore they project a less consolidated attitude than webroomers. Moreover, the decision-making processes of showroomers are less planned than those of webroomers. It is likely that showroomers will be more intensely attracted by the sensory stimulation of the surroundings when visiting a brick-and-mortar store (Bezes, 2015). Based on the above, the following hypotheses were formulated:

**H3:** There are statistically significant differences between webrooming and showrooming in exploratory information search when consumers shop for clothes and footwear.

**H4:** There are statistically significant differences between webrooming and showrooming in exploratory acquisition when consumers shop for clothes and footwear.

**Price Perception (PP)**

According to Heitz-Span (2013), price perception is defined as a consumer's tendency to acquire knowledge about product prices and compare them. Thus, the choice of media and channels in a multi-channel environment is often driven by customers’ price expectations (Balakrishnan et al., 2014). Total product cost plays an important factor in channel selection (Trenz, 2015). Research shows that online price comparison sites provide rich market information and influence shoppers’ subsequent offline price evaluations, fuelling the growth of web-to-store shopping strategy (Bodur et al., 2015). Other researchers also agree that consumers who are highly price-comparison-oriented will search for information online before purchasing in brick-and-mortar stores, because the Internet makes price comparison easier, faster, and the information obtained facilitates subsequent offline purchase decisions (Flavián et al., 2016; Santos & Goncalves 2019). There is research that confirms that students with a high level of price perception are likely to prefer online shopping (Heitz-Span, 2013; Arora et al., 2017). On the other hand, other researchers (Rapp et al., 2015; Rejón-Guardia & Luna-Nevarez, 2017) found that finding
cheaper products online is the main reason why people prefer showrooming. Based on the above, the following hypotheses were formulated:

**H5:** There are statistically significant differences between webrooming and showrooming in price perception when consumers shop for clothes and footwear. **Need for touch and feel (NTF)**
The need for touch refers to consumers' propensity to evaluate product information through the haptic sensory system (Peck & Childers, 2003). Thus, the need to touch and see the product is a variable that influences channel choice and represents the desire for physical interaction with the product (Jin & Phua, 2015). In the research conducted by Orth et al. (2013), it has been found that many purchase decisions require a higher need for touch and feel when evaluating products (this is impossible when using online channels). In such scenarios, consumers prefer to search for products offline, but these needs do not significantly influence the purchase process itself. Earlier studies suggested that the difficulty of physically evaluating product quality affects online product search and online purchase intention (Frasquet et al., 2015; Chocarro et al., 2013). Therefore, consumers with a high need for touch are likely to switch from online to offline channels during their shopping journey. Researchers explain this by the fact that the purchase goal is more pronounced in the purchase phase (Lester et al., 2006) and therefore the need for physical examination and evaluation of products is dominant in webroomers. Some authors argue that the need for touch is more important when purchasing experiential goods such as clothing, as such goods tend to have characteristics that require more intense or direct inspection (Mukherjee & Chatterjee, 2021; Aw, 2019). Some researchers suggest that customers visit brick-and-mortar stores not only to try products, but also for an emotional and personal shopping experience (Sachdeva & Goel, 2015). While both utilitarian and hedonic aspects are present in various shopping channels, hedonic aspects are increasingly associated with offline shopping and utilitarian with online shopping (Chang et al., 2005). A holistic shopping experience with sensory aspects caused by various sensory stimuli is therefore an advantage offline stores have over online stores (Pookulangara et al., 2011). Based on the above, the following hypotheses were formulated:

**H6:** There are statistically significant differences between webrooming and showrooming in the need to touch and see the product when consumers shop for clothes and footwear.

**Perceived Risk (PR)**
Consumers may feel uncertain when purchasing products. Most of the time, consumers perceive financial risk and performance risk (Mohseni et al., 2018). Therefore, overall risk perception determines which shopping channel the consumer will choose (Wang et al., 2016). The concept of perceived risk basically characterizes the expected difference in shopping experiences and goals, as well as potential dissatisfaction with the purchase (Pires et al., 2004). There is a degree of risk involved in online shopping, and this makes it a less attractive shopping channel for risk-averse customers. In general, online shopping has been found to entail a higher risk than offline shopping (Bezes, 2016). Moreover, the perceived risk of online shopping is even more pronounced when shopping for experience goods (Lian & Yen, 2013). If such risk perception is high, consumers tend to intensively search for products online due to the easy availability of information, but are more prone to making the final purchase, due to concerns, offline (Mohseni et al., 2018; Lin et al., 2019). On the other hand, the results of the study by Arora et al. (2017) confirm the role of showrooming as a risk reduction mechanism. The authors explain this by the fact that visiting an offline store helps reduce the uncertainty associated with shopping, because the products can be seen and tried on before making a purchase online. Based on the above, the following hypotheses were formulated:

**H7:** There are statistically significant differences between webrooming and showrooming in risk perception when consumers shop for clothes and footwear.
3. Methodology

Data collection
The presented research can be characterized as quantitative. The inquiry method was a method of choice for data collection, and a questionnaire was chosen as a research tool. The questionnaire was distributed from February to April 2022 via social networks, by email sent to customers of the selected e-shop, and considering that the research also addresses offline purchases, the data was also collected in person at a shopping center (customers were asked to fill-in a questionnaire, no personal data were collected).

In order to identify factors that motivate consumers to prefer certain types of purchasing process, two types of questionnaires were drawn up. The first questionnaire addressed webrooming while the second addressed showrooming. Table 1 shows an overview of the researched factors and their associated manifest variables, which were modified according to the type of purchasing process. Each questionnaire was divided into two parts. The first part consisted of identification items to better understand the structure of the research sample. The second part of the questionnaire consisted of items focusing on the subjective attitudes of the respondents towards the issue. The questionnaire made use of the 5-point Likert scale (1-strongly disagree, 5-strongly agree).

Table 1. Overview of investigated variables

<table>
<thead>
<tr>
<th>Factor</th>
<th>Manifest variables</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived usefulness (PU)</td>
<td>PU1: Webrooming/showrooming is very useful when shopping.</td>
<td>Herrero-Crespo et al. (2021); Vankatesh et al. (2003)</td>
</tr>
<tr>
<td></td>
<td>PU2: Webrooming/showrooming makes it easier for me to shop.</td>
<td>Herrero-Crespo et al. (2021); Vankatesh et al. (2003)</td>
</tr>
<tr>
<td></td>
<td>PU3: Webrooming/showrooming makes my shopping process more efficient.</td>
<td>Herrero-Crespo et al. (2021); Vankatesh et al. (2003)</td>
</tr>
<tr>
<td></td>
<td>PU4: Webrooming/showrooming speeds up my shopping process.</td>
<td>Herrero-Crespo et al. (2021); Vankatesh et al. (2003)</td>
</tr>
<tr>
<td>Perceived ease of use (PEOU)</td>
<td>PEOU1: Webrooming/showrooming is easy for me.</td>
<td>Herrero-Crespo et al. (2021); Vankatesh et al. (2003)</td>
</tr>
<tr>
<td></td>
<td>PEOU2: I can quickly navigate in webrooming/showrooming.</td>
<td>Herrero-Crespo et al. (2021); Vankatesh et al. (2003)</td>
</tr>
<tr>
<td></td>
<td>PEOU3: Webrooming/showrooming does not take much time.</td>
<td>Herrero-Crespo et al. (2021); Vankatesh et al. (2003)</td>
</tr>
<tr>
<td></td>
<td>PEOU4: Webrooming/showrooming is not difficult for me.</td>
<td>Herrero-Crespo et al. (2021); Vankatesh et al. (2003)</td>
</tr>
<tr>
<td>Exploratory acquisition of products (EAP)</td>
<td>EAP1: Before shopping in a brick-and-mortar/online store, I search for information about clothing and footwear products online/in a brick-and-mortar store.</td>
<td>Herrero-Crespo et al. (2021); Christodoulides &amp; Michaelidou (2010)</td>
</tr>
<tr>
<td></td>
<td>EAP2: Before buying clothing and footwear in a brick-and-mortar store/online store, I compare prices in different online/ brick-and-mortar stores.</td>
<td>Herrero-Crespo et al. (2021); Christodoulides &amp; Michaelidou (2010)</td>
</tr>
<tr>
<td>Exploratory information seeking (EIS)</td>
<td>EIS1: I browse clothing and footwear in brick-and-mortar/online stores without having to buy anything.</td>
<td>Herrero-Crespo et al. (2021); Christodoulides &amp; Michaelidou (2010)</td>
</tr>
</tbody>
</table>
EIS2: I buy clothing and footwear that I didn't plan to buy before visiting a brick-and-mortar/online store.

Perceived risk (PR)

| PR1: When browsing products in a brick-and-mortar/online store, I have difficulty evaluating clothing and footwear (e.g. in terms of the amount of information, product quality, assortment...). That is why I prefer buying products in a brick-and-mortar store/online. Mukherjee & Chatterjee (2021) |
| PR2: I prefer to pay in a physical/online store because I have/have no doubts about the safety and feasibility of online payment. Mukherjee & Chatterjee (2021) |
| PR3: When shopping via the Internet, I feel/do not feel concerned about the security of my personal data and therefore make the final purchase of the product in a brick-and-mortar store/via the Internet. Mukherjee & Chatterjee (2021) |

Price perception (PP)

| PP1: Shopping for clothes and footwear in brick-and-mortar/online stores allows me to save money because I don't have to pay shipping/go anywhere. Mukherjee & Chatterjee (2021) |
| PP2: Shopping for clothes and shoes in brick-and-mortar/online stores allows me to buy the same or similar products at cheaper prices than shopping in online/brick-and-mortar stores. Mukherjee & Chatterjee (2021) |
| PP3: I think brick-and-mortar/online stores offer better deals and prices compared to online/brick-and-mortar stores. Mukherjee & Chatterjee (2021) |

Need for touch and feel (NTF)

| NTF1: When shopping, I like to / I don’t need to touch and feel clothes and footwear Mukherjee & Chatterjee (2021) |
| NTF2: Touching and feeling products before buying clothes and footwear is/isn't important to me. Mukherjee & Chatterjee (2021) |

Source: Personal collection

After the end of the data collection process, data cleansing stage followed (due to the incompleteness or irrelevance of questionnaires). For a more accurate comparison of individual shopping channels, the method of random selection was employed. Thus, each shopping channel is represented by 104 questionnaires. The data were encoded using the MO Excel. Mathematical-statistical methods were processed in STATISTICA 13. The next part of the paper presents the results of descriptive statistics and interprets the results of the analysis of differences. The Shapiro-Wilk test was used to assess the normality of the data distribution. The Mann-Whitney U test was used to assess the differences between the shopping channels in question. Boxplot graphs show the tendencies of the differences.

Research sample

In order to create the research set, the random selection method was used while maintaining a proportional distribution of respondents for each shopping channel. After discarding the incomplete or irrelevant questionnaires, a data set with of n= 104 for each shopping channel, which represents a total research sample of n= 208 respondents, was compiled. In the case of webrooming, the research sample consists of 58% women and 42% men. In the case of showrooming, the research sample consists of 54% women and 46% men. Data on education of the research participants – secondary education (41% webrooming, 50% showrooming) and a university education (59% webrooming, 50% showrooming).
3. Results

The following part of the presented paper assesses the existence of differences between shopping channels (showrooming and webrooming) focusing on the customer perception of the following factors - 1. Technology Acceptance Model, 2. Exploratory Buying Behavior and 3. Selected Purchase Motivations (I. Perceived risk, II. Perceived convenience, III Price perception, IV. Need for touch and feel). The above hypotheses were verified using mathematical and statistical analyzes on a sample of main research data (n=208). The hypotheses were verified in three basic steps. Firstly, the assessment of normality was carried out (the Shapiro-Wilk test). Secondly, the difference test was carried out employing non-parametric tests of differences - the Wilcoxon test of two independent samples (Mann-Whitney U test). Thirdly, the sessions of the investigated variables in which the difference was manifested as statistically significant were identified using box plots and descriptive analysis.

Table 2. The results of the normality test

<table>
<thead>
<tr>
<th>Statistic</th>
<th>df</th>
<th>Sig.</th>
<th>Statistic</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PU1</td>
<td>0.830368</td>
<td>104</td>
<td>5.87E-10</td>
<td>0.864241</td>
<td>104</td>
</tr>
<tr>
<td>PU2</td>
<td>0.848711</td>
<td>104</td>
<td>2.80E-09</td>
<td>0.872126</td>
<td>104</td>
</tr>
<tr>
<td>PU3</td>
<td>0.871577</td>
<td>104</td>
<td>2.34E-08</td>
<td>0.889557</td>
<td>104</td>
</tr>
<tr>
<td>PU4</td>
<td>0.852547</td>
<td>104</td>
<td>3.94E-09</td>
<td>0.890113</td>
<td>104</td>
</tr>
<tr>
<td>PEOU1</td>
<td>0.843088</td>
<td>104</td>
<td>1.71E09</td>
<td>0.863918</td>
<td>104</td>
</tr>
<tr>
<td>PEOU2</td>
<td>0.828426</td>
<td>104</td>
<td>5.01E-10</td>
<td>0.847204</td>
<td>104</td>
</tr>
<tr>
<td>PEOU3</td>
<td>0.895093</td>
<td>104</td>
<td>2.70E-07</td>
<td>0.892353</td>
<td>104</td>
</tr>
<tr>
<td>PEOU4</td>
<td>0.823750</td>
<td>104</td>
<td>3.43E-10</td>
<td>0.872310</td>
<td>104</td>
</tr>
<tr>
<td>EIS1</td>
<td>0.857251</td>
<td>104</td>
<td>6.03E09</td>
<td>0.777264</td>
<td>104</td>
</tr>
<tr>
<td>EIS2</td>
<td>0.774834</td>
<td>104</td>
<td>9.37E-12</td>
<td>0.804326</td>
<td>104</td>
</tr>
<tr>
<td>EAP1</td>
<td>0.843003</td>
<td>104</td>
<td>1.70E-09</td>
<td>0.747851</td>
<td>104</td>
</tr>
<tr>
<td>EAP2</td>
<td>0.895154</td>
<td>104</td>
<td>2.72E-07</td>
<td>0.821472</td>
<td>104</td>
</tr>
<tr>
<td>PP1</td>
<td>0.879776</td>
<td>104</td>
<td>5.32E-08</td>
<td>0.891077</td>
<td>104</td>
</tr>
<tr>
<td>PP2</td>
<td>0.822562</td>
<td>104</td>
<td>3.12E-10</td>
<td>0.842835</td>
<td>104</td>
</tr>
<tr>
<td>PP3</td>
<td>0.795393</td>
<td>104</td>
<td>3.97E-11</td>
<td>0.858369</td>
<td>104</td>
</tr>
<tr>
<td>NTF1</td>
<td>0.865784</td>
<td>104</td>
<td>1.34E-08</td>
<td>0.873148</td>
<td>104</td>
</tr>
<tr>
<td>NTF2</td>
<td>0.792456</td>
<td>104</td>
<td>3.21E-11</td>
<td>0.757036</td>
<td>104</td>
</tr>
<tr>
<td>PR1</td>
<td>0.858733</td>
<td>104</td>
<td>6.92E-09</td>
<td>0.872269</td>
<td>104</td>
</tr>
<tr>
<td>PR2</td>
<td>0.871290</td>
<td>104</td>
<td>2.28E-08</td>
<td>0.861774</td>
<td>104</td>
</tr>
<tr>
<td>PR3</td>
<td>0.873174</td>
<td>104</td>
<td>2.74E-08</td>
<td>0.881873</td>
<td>104</td>
</tr>
</tbody>
</table>

Source: Personal collection
Table 2 shows the results of the normality test outputs. In all investigated latent variables, the p-value is less than 0.05, which means that the conditions of normality are not met. Therefore, non-parametric test was carried out for each investigated factor.

Table 3. Results of the test to assess the existence of differences

<table>
<thead>
<tr>
<th></th>
<th>Mann-Whitney U</th>
<th>Z</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PU1</td>
<td>551.500</td>
<td>0.838</td>
<td>0.402</td>
</tr>
<tr>
<td>PU2</td>
<td>520.000</td>
<td>0.564</td>
<td>0.573</td>
</tr>
<tr>
<td>PU3</td>
<td>382.000</td>
<td>0.532</td>
<td>0.595</td>
</tr>
<tr>
<td>PU4</td>
<td>276.500</td>
<td>1.694</td>
<td>0.090</td>
</tr>
<tr>
<td>PEOU1</td>
<td>267.000</td>
<td>-0.919</td>
<td>0.358</td>
</tr>
<tr>
<td>PEOU2</td>
<td>212.000</td>
<td>-1.507</td>
<td>0.132</td>
</tr>
<tr>
<td>PEOU3</td>
<td>181.500</td>
<td>1.885</td>
<td>0.059</td>
</tr>
<tr>
<td>PEOU4</td>
<td>396.000</td>
<td>-1.462</td>
<td>0.059</td>
</tr>
<tr>
<td>EIS1</td>
<td>685.000</td>
<td>-0.512</td>
<td>0.609</td>
</tr>
<tr>
<td>EIS2</td>
<td>656.500</td>
<td>0.312</td>
<td>0.755</td>
</tr>
<tr>
<td>EAP1</td>
<td>39.500</td>
<td>1.998</td>
<td>0.046</td>
</tr>
<tr>
<td>EAP2</td>
<td>71.000</td>
<td>0.439</td>
<td>0.661</td>
</tr>
<tr>
<td>PP1</td>
<td>74.500</td>
<td>-2.146</td>
<td>0.032</td>
</tr>
<tr>
<td>PP2</td>
<td>304.500</td>
<td>0.417</td>
<td>0.676</td>
</tr>
<tr>
<td>PP3</td>
<td>418.000</td>
<td>0.853</td>
<td>0.394</td>
</tr>
<tr>
<td>NTF1</td>
<td>124.000</td>
<td>2.648</td>
<td>0.008</td>
</tr>
<tr>
<td>NTF2</td>
<td>511.000</td>
<td>-2.479</td>
<td>0.013</td>
</tr>
<tr>
<td>PR1</td>
<td>218.500</td>
<td>1.991</td>
<td>0.046</td>
</tr>
<tr>
<td>PR2</td>
<td>200.000</td>
<td>0.685</td>
<td>0.493</td>
</tr>
<tr>
<td>PR3</td>
<td>131.500</td>
<td>0.907</td>
<td>0.364</td>
</tr>
</tbody>
</table>

Source: Personal collection

Table 3 shows the results of the difference test. If the p-value takes on a value lower than the significance level of 0.05, it is possible to speak of a statistically significant difference. On the basis of the above, it can be concluded that the significant difference between webrooming and showrooiming in the latent variable Perceived usefulness (PU) was not manifested in any item. Therefore, H1 is rejected. The same results were observed in the case of Perceived ease of use (PEOU), where in all investigated manifest variables the p-value is > 0.05. Therefore, H2 is rejected. Thus, it could be stated that there is no statistically significant difference between webrooming and showrooiming in the perception of ease of use when shopping for clothes and footwear.

The test did not show any statistically significant difference in the Exploratory information seeking (EIS) factor, because the p-value is higher than the level of significance in both variables. Therefore, H3 is rejected. Looking at the XY table, it can be seen that the item EAP_1 acquires the p-value (0.046) lower than the significance level, which indicates that H4 could be accepted. Thus, it could be stated that there is a statistically significant difference between webrooming and showrooiming in Exploratory acquisition of products (EAP). Based on the
descriptive analysis and the boxplot graph, it is obvious that the measured value of the median of this item is significantly higher for webrooming.

The results of the difference test showed that the p-value for item PP1 (0.032) takes on a value lower than the significance level of 0.05. Thus, H5 is accepted - there is a statistically significant difference between webrooming and showrooiming in Price perception when shopping for clothes and footwear. The median values are the same for both shopping channels, however, the trends indicate that the upper quartile is significantly higher on the side of webrooming.

Differences were also manifested when examining the manifest variables NTF1 (0.008), NTF2 (0.013). Therefore, H7 is accepted, as there is a statistically significant difference in Need for touch and feel. The values of the median as well as the upper and lower quartile in both items indicate a higher need tendency in webroomers than in showroomers.

Differences were also evident when examining the Perceived risk factor. Based on the results of the difference test (the p-value lower than the level of significance for item PR1 (0.046)) H8 is accepted. Differences were shown also for the Perceived risk factor in the PR1 item (0.046), where the median value for webrooming is higher than in the case of showrooming. With regard to the results of the tests, it can be concluded that showroomers have a higher tendency to feel a sense of risk when shopping.

3. Discussion

The results of the analyzes showed that the factors forming the TAM model do not play an important role in the choice of shopping channel in the omnichannel shopping behavior of consumers. Nowadays, consumers seem to be fully integrated with online shopping platforms and have embraced the technology to make better purchasing decisions. Consumers are likely to experience the same purchase benefits when they first search online and then complete the purchase offline, and also when they first go to a brick-and-mortar store to try on a product and then complete the purchase online (for various reasons). In relation to perceived ease of use, the results of the study can be explained by the fact that young people, who made up the majority of the research sample, have no problems working with new technologies (Ključnikov et al., 2020b), because they are not only digitally savvy and motivated to develop their digital capabilities (Civelek & Krajčík, 2022) but also are considered the driving force of online business (Hall et al., 2017; Ladhari et al., 2019) and innovation (Civelek et al., 2021; Ključnikov et al., 2021). With regard to ease of purchase, younger generations do not perceive much difference between shopping online (mobile applications, social networks, etc.). This idea is also supported by the research of Chimborazo-Azogue et al. (2021), in which the authors researched the behaviour of mobile showroomers based on the UTAUT2 model. The results they arrived at showed that variables such as expected performance (as well as perceived usefulness from the TAM model) and expected effort (as well as perceived ease of use from the TAM model) do not lead to showrooming preference. According to the authors, this is probably because it is natural for users to use the technology.

From the point of view of exploratory behavior, it was shown that in the search for information (EIS) the differences in the preferences of individual shopping channels are not significant, which may be caused by the fact that in both types of shopping channels (online and offline), consumers perceive certain (although different) advantages. However, when it comes to sensory stimulation (a variable related to exploratory acquisition), the results indicate that the tendencies are higher on the side of webroomers. Thus, it appears that consumers who like to search for products they are not yet familiar with, those that are willing to try new products, those appreciative of variety in product selection, and those willing to change their shopping behavior in order to achieve stimulating consumer experiences will search for products online but, quite surprisingly, will make the actual purchase in offline stores. For this type of consumers, retailer advice and consumer services play a significant role (Bezes,
Research by Herrero-Crespo et al. (2021), however, demonstrated important differences between webrooming and showrooming shopping behavior in both dimensions of exploratory consumer behavior. The results of their study also showed that consumers were more prone to search for product information while webrooming.

The research showed that consumers reporting a higher level of perceived risk when shopping tend to prefer webrooming. Such consumers probably feel more confident when they use online platforms to search for product information, but make the actual purchase offline. Also, previous research has found that consumers who fear the misuse of their personal and financial information when shopping online tend to exhibit more webrooming behavior (Frasquet et al., 2015). In addition, consumers reporting a high level of risk perception develop a distrust of online merchants and therefore tend to purchase products from brick-and-mortar stores (Ahmad & Sun, 2018; Hassan & Lee, 2021) or transport services (Stehel & Vochozka, 2016). This phenomenon can also be explained by the fact that consumers shopping offline prefer touching goods before the purchase as well as the sense of immediate ownership, socialization and assistance from sales staff (thus reducing uncertainty and eventual dissatisfaction with the purchase).

Further results of our study indicate that the need for touch and feel also plays a significant role in choosing a shopping channel, with higher tendencies measured for webrooming. Research by Mukherjee & Chatterjee (2021) found that people with a higher need for touch and feel tend to search for products more offline (in the showrooming mode). However, results of their study did not prove any significant effect on channel choice (not even when making the actual purchase). Therefore, understanding at which stage of the purchase journey a consumer feels the need to touch a product seems key - whether it is in the phase product information gathering phase or in the phase where the consumer has already decided to buy the product but wants to make sure that his choice is right. Some research, contrary to the results presented hereunder, suggests that consumers verify product characteristics using touch and feel in showrooming because it is difficult to do “product diagnosis” offline (Balakrishnan et al., 2014; Arora et al., 2017).

The differences between webrooming and showrooming were also shown in relation to price perception. In this case, it has been found that the higher tendencies were found for webrooming, mainly due to the fact that if the consumer searches for the product online but buys it offline, he saves the shipping costs. However, the results of previous studies are contradictory. Flavián et al. (2020) found that when consumers are motivated to save money, they prefer showrooming. It is also generally known that prices in brick-and-mortar stores are higher than prices in online stores. Therefore, consumers are expected to be reluctant to webroom and instead complete their shopping journey online, i.e. in showrooming mode (Aw, 2019; Manss et al., 2019).

Conclusions and Implications

The phenomenon of webrooming and showrooming, as part of omnichannel shopping behavior, are currently gaining popularity among consumers. The presence and availability of multiple contact points throughout the customer's shopping journey enables the customer to enjoy a simpler, smoother and more attractive product search process, as well as the actual purchase. The results of the research hereunder showed that the differences between purchase channels (webrooming vs. showrooming) are not significant in terms of the determinants of Technology Acceptance Model. From the perspective of the theory of Exploratory Consumer Behavior, the exploratory information seeking dimension also appears to be insignificant. However, in the case of exploratory acquisition, it was found that webroomers showed higher preferences. With regard to the factors “perceived risk, need for touch and feel, and price perception”, the differences between the purchase channels proved to be significant, while in all cases they proved to be more pronounced in webrooming.
These results may also be affected by the ongoing COVID-19 pandemics – at the time of data collection, COVID-19-related restrictions were being gradually lifted and people were returning to brick-and-mortar stores to browse clothing and footwear. During the periods of strict lockdowns, consumers got used to the fact that the only way to buy clothing and footwear is to shop online. We believe that as a result of the pandemic, the trend of searching for products on the Internet will continue. However, after anti-pandemic measures and restrictions were lifted, people wanted to satisfy their need to touch and feel products and took brick-and-mortar stores by storm. For that reason, webrooming prevailed in terms of omnichannel behavior. Thanks to the employment of TAM model and the ECB theory, this research offers information that will be helpful in the field of omnichannel shopping behavior of Slovak consumers. The results research hereunder arrived at support the findings of previous research in the field.

Managerial implications
Several managerial implications also emerge from the research results. It is generally known that consumers today are not limited to online or offline channels, but obtain information and purchase products using both sources, which means that the shopping process is becoming increasingly fragmented, blurring the lines between online and offline channels. Merchants should therefore offer their customers a holistic, or "phygital" (i.e. physical and digital) shopping experience. In order to attract customers to brick-and-mortar stores, merchants should make benefits of the online stores available directly in brick-and-mortar stores. Implementation of new technologies, such as interactive panels, tablets, free Wi-Fi connection, etc., might be key to ensuring this. The same applies to online merchants. Online merchants should make more use of technologies based on artificial intelligence to eliminate the lack of physical contact with the product. Haptic technologies such as 3D product photos, videos, virtual or augmented reality are great tools that can improve the interactive shopping experience, reduce the perceived risk of online shopping, and thus influence the behavior of webroomers.

Limitations and future research
The research presented hereunder has several limitations that must be taken into account when interpreting the results. As has already been stated, the research is of cross-sectional nature. The initial euphoria associated with lifting anti-pandemic restrictions has already passed, and consumers are slowly getting back to the so-called new normal, that is online shopping. Another limitation of the research is the statistical methods used, as these only assessed the existence of differences between two shopping channels, but may not sufficiently reflect the actual behavior of consumers in connection with switching between online and offline shopping channels. Due to the lower number of observations and the non-representative research sample, it is not possible to generalize the research results to the entire population of Slovakia. The results can only be applied to research participants and the so-called experience products (fashion).

These limitations indicate the need to deepen scientific knowledge in this field. In future, the research will focus on examining the preferences of purchase channels and touchpoints in the post-pandemic period. The aim of the research is to explore and find out whether trends that were popular during the pandemic period remain valid or whether the purchase journey has changed once more. In an effort to better explain consumer purchasing behavior and switching between purchasing channels, future research will investigate at which stage of the purchasing journey the consumer feels the need to touch the product - whether it is in the phase product information gathering phase or in the phase where the consumer has already decided to buy the product but wants to make sure that his choice is right.
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Abstract. The aim of study is to identify an impact of the minimum wage concept on the unemployment rate in Slovakia from 1993 to 2020. Linear regression tests an impact of the Kaitz index, minimum wage and living wage rate, GDP, unemployment rate of people with basic education and progressive taxation. In case the minimum wage increase is less profound than the average wage increase, and a difference between the minimum wage and the living wage is being continually deepened, then the unemployment rate may be decreased. The Slovak unemployment rate may decrease by the GDP growth and by decreasing the number of citizens with basic education.
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1. Introduction

The minimum wage has been a topic of numerous economic studies, which led to contradictory results since the 19th century. Even at present, opinions of many economists differ when considering to what extent the minimum wage impacts unemployment, efficiency of labour market and/or social security of workers (Chytilová & Frejlich, 2020). Innovative approaches have also been implemented by business (Kolková & Ključnikov, 2021; Ključnikava, 2022) and by governments to minimize unemployment issues in various markets (Ključnikov et al.,

* This research was supported by the Scientific Grant Agency of the Ministry of Education, Science, Research, and Sport of the Slovak Republic and the Slovak Academy Sciences as part of the research project VEGA No. 1/0590/22: “Exploration of natural, social and economic potential of areas with environmental burdens in the Slovak Republic for the development of specific forms of domestic tourism and quantification of environmental risks”.
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2020a; Ključnikov et al., 2020b). Standard economic theory describes the minimum wage as a certain form of rigidity in labour market (Mankiw, 2010; Bartókova & Gontkovičová, 2014; Přívara, 2019a,b; Přívara & Rievajová, 2021). There exist many studies about minimum wage and its impact on employment. Various authors show that the minimum wage has a negative impact on employment, especially in terms of young employees without any practice and low-qualified employees (Currie & Fallick, 1996; Neumark & Wascher, 2007; Herr et al, 2009; Neumark et al; 2009; Gontkovičová et al., 2015; Štefančík et al. 2021; Ighoshemu, & Ogidiagba, 2022). However, an effect may be statistically significant in certain sectors with a higher rate of low-qualified job positions (for example, fast-food restaurants in Neumark & Wascher, 2000), while it may differs depending on how mature is economy of a particular region (for example, construction sector in West and East Germany in König & Möller, 2007). Possible wage reduction due to the inflow of cheap labour force.

On the other hand, Card and Krueger (1994) find a positive relation between minimum wage increase and employability. Similar opinion presents also Novak et al. (2016). However, inflow of cheap labour such as migration of foreign people causes decreases in wages (Přívarová et al., 2022). Since there is an increasing trend in a rising official migrant population in Slovakia (Přívara & Kiner, 2020), this fact might also affects unemployment rate of this country. Schmitt (2013) states that the minimum wage may also have a positive impact on employment due to higher rate of work motivation on labour supply side. High work motivation also increases commitment of employees to their firms where they work (Cizreligüllari & Babayığıt, 2022). In general, Schmitt (2013) believes that a slight increase of the minimum wage has none or only a small impact on a total employment. Many studies determined insignificant and/or no effects on employment after the minimum wages increase (Card, 1992; Card & Krueger, 1995; Card & Krueger, 1998; Card & Krueger; 2000; Dickens & Draca, 2005). Other studies are focused on the minimum wages in specific sectors (Machova & Vochozka, 2019, Bartos et al., 2021, Vochozka, Rowland & Vrbka, 2016, Rowland et al. 2021). Stehel, Horak and Vochozka (2019) describe situation in agricultural sector, where the motivation is base mainly on family heritage. Very special situation is in mining industry. It is combination of higher minimum wages, early retirement and others (Vochozka et al. 2021, Vochozka et al. 2020a). Minor effect of the minimum wage on employment may be explained by the fact that many employers search for various channels how to compensate increased labour costs. Solution would be for example, reduced working-time, limitation of non-monetary benefits, reduction of their profits, or reduction in remuneration of those employees with higher wages (Schmitt, 2013). However, Vochozka et al. (2020b) identified correlation between minimum wage and company profitability. Reducing of staff turnover would represent one of many other channels. Consequently, it may lead to a slowdown in job creation in some specific sectors, especially for young people. However, there will not be an immediate negative effect on a total employment (Meer and West, 2013; Grumstrup et al., 2021; Kabir, 2021; Galstyan, Grabowska & Bačiulienė, 2021). Employers may reflect the minimum wage increase into higher prices for consumers (see minimum wage increase in Hungary according to Harasztosi and Lindner, 2019). It is evident that there does not exist any clear and quantitatively relevant relationship between minimum wage development and employment. Many empirical studies conclude that higher minimum wages compress wage structure and change income distribution. Low-paid and less-qualified workers make profit from a higher minimum wage and the minimum wage increase reduces poverty to a certain extent (Card & Krueger, 1995; Dolado et al., 2000; König & Möller, 2007; Sahoo & Pradhan, 2021; Vorobeva & Dana, 2021, Kliuchnikava, 2022).

The study aims at identifying an impact of the minimum wage concept on the unemployment rate in Slovakia from 1993 – 2020. However, the authors do not deny different situation in abroad, for example different minimum wage, different unemployment ratio or different exchange rate (Vochozka, Horak & Suler, 2019). Present research indicates that there does not exist any unequivocal agreement with regard to minimum wage impact on labour supply for the unemployed in the labour market. Conclusions of numerous studies differ across the countries as a consequence of differences in the labour market and institutional differences. This study aims at researching the minimum wage impact on the unemployment rate in the context of significant variables, such as average wage and living minimum wage that influence the Slovak labour market. Similarly, it examines the GDP level, the
unemployed rate with basic education and the application of tax policy by means of progressive taxation. The use of the Kaitz index, that is frequently used in many foreign studies on this topic, is considered as very beneficial. Econometric analysis of linear regression model is used to examine an impact of the above-mentioned exogenic factors. For these reasons, this study also differs from other studies that emphasize the positive contributions of SMEs in the reduction of unemployment rate in Slovakian (Civelek et al., 2020; Ključnikov et al., 2022; Civelek & Krajčík, 2022) and other markets (Amoah et al., 2021).

2. Literature Overview

Currently published studies have determined that minimum wage impact on employment differs depending on the country observed. Broecke, Forti and Vandeweyer (2015) found out that there is a minimum or no impact on employment if the minimum wage changes. On the contrary, Neurmark and Corella (2019) concluded that the effects of the minimum wage on employment are predominantly negative, once the MW is higher and binding within the formal sector and for vulnerable workers. Harasztosi and Lindner (2019) confirmed this fact on the case of Hungary and the study by Vodopivec (2015) confirmed this fact on the case of Slovenia. In these countries, there is a relatively high ratio of the minimum wage on average wage, which is also in accordance with the study by Neumark and Corella (2019).

Inconsistent results of the minimum wage impact on unemployment are evident in case of those countries which have low level of this variable. Hinnosar and Rõõm (2003) identified negative impact in the nineties in Estonia. Ferraro, Hänilane, & Staehr (2018), who examined the period from 2013 to 2016 in Estonia, determined no statistically significant impact. Melnyk (1996) examined an impact of the minimum wage increase on employment and unemployment rate during the period 1991 – 1995 in Poland. The results demonstrated significant negative impact of the minimum wage increase on the unemployment rate. Majchrowska and Zolkiewski (2012) confirmed this conclusion on a sample of young employees during the period 2005 – 2010.


Picl et al. (2014) examined the minimum wage impact in the Czech Republic from 2000 to 2012. The regression model was used to determine that the minimum wage impact on total unemployment is statistically insignificant. However, the impact of the GDP, education of population in the Czech Republic and presence of progressive taxation are considered as statistically significant.

Similarly, Pavelka et al. (2014) did not prove any statistically significant impact of the minimum wage on unemployment rate in the Czech Republic. On the contrary, the team of authors confirmed an impact of the GDP growth rate. Soukup et al. (2018) concluded in the study that the minimum wage increase by 1% leads to a higher number of unemployed workers in full-time jobs in the entire economy of the Czech Republic by 0.2%. Chytílová and Frejlich (2020) monitored period from 2006 to 2018. The authors examined an impact of the following variables: the GDP growth rate, inflation rate, unemployment benefit and social security benefits and the Kaitz index. In the Czech Republic, an impact of the minimum wage increase on unemployment was proved as statistically insignificant. Similarly, both, hypothesis of a negative impact of the GDP growth rate on unemployment and hypothesis of a positive impact of unemployment benefit on this variable were not rejected. The minimum wage increase during the period 2011 – 2018 had a positive impact on the unemployment rate of...
women in the labour market. On the other hand, some researchers declare the importance of other players such as Czech SMEs in the creation of job opportunities for unemployed people (Ključnikov et al., 2021; Civelek et al., 2021; Žufan et al., 2020).

Brezová and Pániková (2011) monitored the quarterly data from 1994 to 2010 in the Slovak labour market. The authors confirmed a negative impact of the minimum wage on employment, while size and effect of this impact differed depending on employment type. Hidas and Žúdel, (2016), the Institute of Financial Policy, confirmed that even the minimum wage increase has a statistical meaning, it has a low year-on-year impact on employment based on the intersectional analysis of year-on-year data from 2008 to 2014. Also, these authors concluded that the minimum wage may have a higher impact on young workers as opposed to older ones, and in poorer regions as opposed to Bratislava. Ondruš et al. (2017) assumed that the minimum wage and its reasonable increase does not have a negative impact on economic growth and on employment. The team of authors came to this conclusion based on the analysis of empirical studies of various countries in the world. On the contrary, both of these areas showed many examples when the minimum wage had and may have a positive impact. The authors believe that even in Slovakia, the minimum wage increase leads, in a combination with tax credits, to a reduction of social disparities and the government should approach it in ‘good’ times and when labour productivity grows. Zeman (2018) analysed unemployment in Slovakia during the period 1998 – 2016. The author concluded that in those regions, where the rate between minimum wage and average wage is higher, the minimum wage considerably limits a creation of new working opportunities rather than in economically more developed regions. Also, author suggests the following as the main problems of unemployment in Slovakia: low level of skills, decreasing tendency in demand for manual workers, high level of legislation and bureaucracy, low mobility of workforce and also a negative impact of the minimum wage increase in the labour market (Přívara et al., 2018; Přívara, 2019, 2021).

3. Data and Methods

The study is based on the analysis of already existing studies, such as Hinnosar and Rõõm (2003); Melnyk (1996); Fialová and Mysíková (2009); Piel and Richter (2014); Chytilová and Frejlich (2020); Zeman (2018). It monitors annual data for the period 1993 – 2020 in Slovakia. These data were obtained by a combination of numerous sources, specifically the Statistical Office of the Slovak Republic, Eurostat and the Ministry of Labour, Social Affairs and Family of the Slovak Republic. The group of economic indicators, such as unemployment rate (%), minimum wage (EUR), average wage (EUR), GDP (EUR billion current prices), living minimum (EUR), unemployment rate of people with basic education (%), presence of progressive taxation (dummy variable Yes/No in a particular year) was selected on the basis of empirical studies.

The principal subject of the study is to quantify an impact of these explanatory variables on a response variable, the unemployment rate difference UNEMPL_TOT. The response variables are selected based on the analysed empirical studies. The most significant variable is Kaitz index (KAITZ) that is defined as a rate of nominal minimum wage and average gross salary (Kaitz, 1970). The paper uses annual variation of this rate. The Kaitz index may explain a willingness of people to work for such a minimum wage. As Weber (1912) and many other socially oriented types of economists suggest the index growth should decrease an unemployment. On the other hand, unemployment would increase in case neoclassical approach to the minimum wage is used, which was represented by Stigler (1946), and/or even by more recent studies, such as Aaronsona and Frencha (2007). This assumption is even used in the presented study. Stewart (2004) indicated that given index does not necessarily influence unemployment. The presented study assumes that the closer minimum wage is to average wage, the lower unemployment, which results in a lower social disparity rate in a society. Consequently, once this ratio is used, it excludes a research of the minimum wage impact itself due to a high correlation coefficient value (0.884) of a variable in relation to the Kaitz index. Also, a high correlation value was achieved in the year-on-year changes of variables (0.775).
Figure 1 displays the year-on-year change development of the minimum wage, the average wage and the Kaitz index in the year-on-year changes.

![Figure 1](image)

**Figure 1. Development of the year-on-year change of the minimum wage, the average wage and the Kaitz index**

*Source: own calculation*

**Share of the minimum wage of the living minimum (MW/LM)** represents a minimum level of income to provide food and other basic personal needs. Model uses the year-on-year change of this ratio. In general, setting the minimum wage above the level of the living minimum increases workers’ productivity (Webb, 1912). People prefer social benefits to job search when the minimum wage is closer to the living minimum. On the other hand, people are more motivated to work if value of the minimum wage is farther from the living minimum, in a positive direction (Pollin, 2007). Model presumes that unemployment decreases if a share of the minimum wage of the living minimum increases.

In case of the **GDP growth rate (GDP_G)**, it is supposed that an economic expansion leads to a growth of consumption and investments, which subsequently impacts an unemployment decrease. It means that a negative correlation between the unemployment rate and the GDP growth rate is present and expressed by the Okun’s Law. Also, results of the following studies confirm this fact: Pavelka et al. (2014), Pícl and Richter (2014) and Chytilová and Frejchhl (2020). Model assumes that an unemployment decreases with the GDP growth rate.

The **unemployed rate with basic education (UNEMPL_BE)** was already determined as a significant variable in the studies by Currie and Fallick (1996), Neumark and Wascher (2007), Herr, Kazandziska and Mahnkopf-Praprotnik (2009), Neumark et al. (2009). Studies’ results conclude that the more individuals with basic education, the harder their employability and thus, unemployment problem is more deepened. Model uses the year-on-year change of variable.

**Progressive taxation (PT)** is also included in the study by Pícl and Richter (2014) who led similar research in the Czech Republic. The research resulted in the fact that progressive taxation has a negative impact on a development of unemployment. Progressive taxation is depicted by a dummy variable that has value 1 in those years when progressive taxation of personal income in Slovakia was present (1993-2003, 2013-2020), and value 0 in those years when flat tax was present in Slovakia (2004-2012).
Regression model is applied to estimate the explanatory variables impact on the unemployment rate, while all of the tests and estimates are done at 10% significance level.

Econometric model has a following pattern:

$$\text{UNEMPL}_\text{TOT}=\beta_0+\beta_1\text{KAITZ}+\beta_2\text{MW}/\text{LM}+\beta_3\text{GDP}+\beta_4\text{UNEMPL}_\text{BE}+\beta_5\text{PT}+\varepsilon$$  \hspace{1cm} (1)

Table 1 presents an expected impact of selected variables on the unemployment rate on theoretical basis.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Type of variable</th>
<th>Presumption of effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>KAITZ</td>
<td>quantitative</td>
<td>+</td>
</tr>
<tr>
<td>MW/LM</td>
<td>quantitative</td>
<td>-</td>
</tr>
<tr>
<td>GDP</td>
<td>quantitative</td>
<td>-</td>
</tr>
<tr>
<td>UNEMPL_BE</td>
<td>quantitative</td>
<td>+</td>
</tr>
<tr>
<td>PT</td>
<td>dummy</td>
<td>-</td>
</tr>
</tbody>
</table>


Assumptions of linear regression use are tested before the model’s interpretation. The Jarque-Bera test is used to test the assumption of the model’s normality of residuals. The second assumption is homoscedasticity (uniform scattering) of residuals, where the Breusch-Pagan test is applied. The third assumption, that is being very frequently interrupted, especially in modelling of time rows, is that a random component of the model is not auto-correlated. The Durbin-Watson test is used to test this assumption. The last assumption is, that there is no multi-linearity in the model, that is, a relation between explanatory variables. Thus, variance inflation factor (VIF) is used to assess this last assumption.

Results

Modelling was performed in a software environment of R programming language, while using linear regression via the method of least squares. Table 2 provides the results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Estimate</th>
<th>Error</th>
<th>T ratio</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>12.71264</td>
<td>5.10379</td>
<td></td>
<td>2.491</td>
<td>0.023383 *</td>
</tr>
<tr>
<td>KAITZ</td>
<td>0.42234</td>
<td>0.23913</td>
<td></td>
<td>1.766</td>
<td>0.095320 .</td>
</tr>
<tr>
<td>MW/LM</td>
<td>-0.14128</td>
<td>0.03046</td>
<td></td>
<td>-4.637</td>
<td>0.000235 ***</td>
</tr>
<tr>
<td>GDP_G</td>
<td>-0.32216</td>
<td>0.11475</td>
<td></td>
<td>-2.808</td>
<td>0.012111 *</td>
</tr>
<tr>
<td>UNEMPL_BE</td>
<td>0.13543</td>
<td>0.09108</td>
<td></td>
<td>1.487</td>
<td>0.155344</td>
</tr>
<tr>
<td>PT</td>
<td>3.19294</td>
<td>1.11769</td>
<td></td>
<td>2.857</td>
<td>0.010918 *</td>
</tr>
</tbody>
</table>

Source: own elaboration

Assumptions of linear regression use are tested before the model’s interpretation. The normality of residuals assumption was fulfilled on the basis of asymptotic p-value of the Jarque-Bera test (0.407). Also, the assumption of uniform scattering of residuals (value of tested criterium is 8.5209) was fulfilled based on the testing of the Breusch-Pagan test p-value (0.1298). Results of the Breusch-Pagan test did not prove any heteroscedasticity of error member as p-value is higher than 0.10. The Durbin-Watson test determined that the test’s P-value is close to zero, that is, the model has a positive auto-correlation (value of tested characteristics is 0.90643). The variance inflation factor (VIF) was used to test multicollinearity. Table 3 presents its results.
Table 3. Values of variance inflation factor

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Estimate Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.71264</td>
<td>5.10379</td>
</tr>
<tr>
<td>0.42234</td>
<td>0.23913</td>
</tr>
<tr>
<td>-0.14128</td>
<td>0.03046</td>
</tr>
<tr>
<td>-0.32216</td>
<td>0.11475</td>
</tr>
<tr>
<td>0.13543</td>
<td>0.09108</td>
</tr>
</tbody>
</table>

Source: own elaboration.

In all of the explanatory variables, values of variance inflation factor are lower than or equal to 5 that represents a sufficient level to assume that the model is not burdened by a mutual relationship of individual explanatory variables (there is no multicollinearity). Auto-correlation problem was solved via transformation, while using weighted variance-covariance matrix. Consequently, there was created a new model whose regression coefficients are the same as in the previous case, but based on this new model, it is also possible to determine a statistical significance of regression coefficients and their explanatory variables (Table 4).

Table 4. Model’s results

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Estimate Error</th>
<th>T ratio</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>12.71264</td>
<td>1.72374</td>
<td>7.3750</td>
<td>1.085e-06 ***</td>
</tr>
<tr>
<td>KAITZ</td>
<td>0.42234</td>
<td>0.21296</td>
<td>1.9832</td>
<td>0.0637418</td>
</tr>
<tr>
<td>MW/LM</td>
<td>-0.141281</td>
<td>0.034368</td>
<td>-4.1109</td>
<td>0.0007293 ***</td>
</tr>
<tr>
<td>GDP G</td>
<td>-0.322156</td>
<td>0.067534</td>
<td>-4.7703</td>
<td>0.0001777 ***</td>
</tr>
<tr>
<td>UNEMPL_BE</td>
<td>0.135431</td>
<td>0.074523</td>
<td>1.8173</td>
<td>0.0868390</td>
</tr>
<tr>
<td>PT</td>
<td>3.19294</td>
<td>1.551868</td>
<td>2.0575</td>
<td>0.0553145</td>
</tr>
</tbody>
</table>

Source: own elaboration

Final model of selected variables’ impact on the unemployment rate in Slovakia has the following pattern:

\[
\text{UNEMPL}_\text{TOT} = 12.71 + 0.42 \text{KAITZ} - 0.14 \text{MW/AW} - 0.32 \text{GDP} + 0.14 \text{UNEMPL}_\text{BE} + 3.19 \text{PT} + \varepsilon \tag{2}
\]

All explanatory variables at 10% significance level are statistically significant. Both variables, KAITZ and MW/LM, that explain a relationship of the minimum wage to average wage and living minimum are statistically significant. Also, these variables confirmed the minimum wage impact on the unemployment rate in Slovakia.

In case of the Kaitz index, neoclassical approach to the minimum wage, that was represented by Stigler (1946), and/or more recent studies by Aaronsona and Frencha (2007), was confirmed. Thus, in Slovakia, the unemployment rate increases when the minimum wage share of the average wage increases. Zeman (2018) confirms this fact at the regional level. Poorer regions, where a difference between minimum wage and average wage is low, which causes a decrease of job decline, may experience many problems due to this relation. Consequently, the higher minimum wage, the higher unemployment rate. However, there is a difference in the relationship between the minimum wage and the living wage to response variable. The assumption, Polina (2007), that if the minimum wage share increases of the living minimum income, then unemployment decreases, was confirmed. Once this share increases, there is also evident a willingness of people to work and to prefer work to receiving social security benefits. Also, model confirmed that once the GDP grows, then unemployment decreases. Similarly, the year-on-year difference of the unemployed with basic education rate is considered as statistically significant variable. Growth of this variable has a positive impact on the unemployment rate increase. The last monitored variable was a presence of progressive taxation. Pícl (2014) assumed a negative impact of this variable on the unemployment rate in the labour market in the Czech Republic. It may be concluded, based on the model’s results in the Slovak labour market that a presence of progressive taxation causes the unemployment rate increase and it is considered as a demotivation factor as opposed to that period, when flat tax was launched.
Conclusions

The main subject of this study is to identify an impact of the minimum wage concept on the unemployment rate in Slovakia from 1993 to 2020. Econometric model examined an impact of ratios, especially the Kaitz index, according to modern foreign studies, and it did not examine only an impact of the minimum wage on the unemployment rate. Both, the minimum wage amount and a relation to such variables as average wage and living minimum value are very important in the labour market. Econometric model confirmed that both ratios and the minimum wage have a statistically significant impact on the unemployment rate in Slovakia. However, this impact is different depending on a selected ratio. In case of a relation to the average wage, there is a positive dependency, that is, ratio increase influences the unemployment rate increase. It is inevitable to ensure that the average wage would grow faster than the minimum wage in order to achieve a positive development in the labour market. Also, present economic development, that has impact on a development of the average wage, shows that the minimum wage in Slovakia increases very fast and it influences the unemployment rate increase. It is possible to confirm this fact by analysis of the monitored period from 1993 to 2020, when the average wage increase was of 7%, and the minimum wage increase was of 8%. New calculations of the minimum wage for the next period should consider the average wage increase rate. However, the period of a negative economic development poses a question of how the minimum wage level should be set correctly? The job positions, which were evaluated by the minimum wage, may be lost due to the economic recession impact. Subsequently, the average wage would artificially increase that could put pressure on the minimum wage increase. Such conclusion would be destructive for the labour market, as it would limit the possibilities to employ for young people and low-qualified workers, especially in the least developed regions. In practice, it is necessary to take into consideration the Kaitz index in order to develop the unemployment rate more complexly, at least via development of other macro-economic indicators. In case of the GDP, model’s results confirm this statement, that is, the higher GDP, the lower unemployment. Modified version of the Kaitz index could be suggested. It would be possible to compare minimum net pay and net average wage, and/or minimum wage costs and average wage costs.

Ratio of the minimum wage and the living minimum income is considered as a statistically significant variable in the model. There has been a significant widening of disparities between the living minimum income and the minimum wage since 1993 in Slovakia, which should motivate people to job search in a positive way. Model’s results confirmed that the year-on-year growth of a change of ratio in the minimum wage and the living minimum influences the unemployment rate decrease. It means, that in case of this variable, Slovakia set a correct policy of the labour market. However, the living minimum problem is more complex. Generally, the living wage recipients are those families, where none of its members work and they have many dependent children. In 2021, such Slovak family with three dependent children has the living wage in the amount of 668 Euro. In case, one of the parents would decide to work, at least for the minimum wage, the entire family financial situation would only slightly improve (it would be necessary to add the family allowance per three dependent children and consider tax bonus to the minimum wage in the amount of 623 Euro). The question therefore arises whether the minimum wage fulfils its social and protective function. Consequently, there is a demotivation to work for the minimum wage, and there appears a space for illegal work. However, the group of people who receives the social benefits has a great problem with education level that disqualifies them in the selection procedures. Almost 19% of people who receives the minimum wage has the basic education. The analysis of this study confirmed this fact. It proves that the more individuals with basic education, the deeper unemployment problem.

The article aims at identifying an impact of the minimum wage concept on the unemployment rate in Slovakia from 1993 to 2020. Model’s results confirmed that the minimum wage has a statistically significant impact on the unemployment rate during the monitored period in Slovakia. However, it requires deeper interpretation whether this impact is positive or negative. It is necessary to set the minimum wage growth in a way it is not faster than the year-on-year increase of the minimum wage in order to achieve the unemployment rate decrease. Also, it is ideal to perform the minimum wage freeze during the economic recession. Unemployment may also be decreased.
by increasing the difference between the minimum wage and the living minimum, and by increasing the educational level of a population. Model proved that positive impacts of the GDP on unemployment. Changes that would occur in case of progressive taxation may be interpreted only in case of its existence. Similarly, model proved that unemployment was higher in case of progressive taxation rather than in case of alternate form, that is flat tax. It would be inevitable to perform more detailed analyses in case of this variable. Also, it would be very beneficial to monitor progressive taxation impact on, for example, a group of the unemployed with basic education as this group belongs to the group of the minimum wage jobs.
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Abstract. The value of the cost of equity capital is very important, both for all businesses and for investors, as it expresses the return on invested funds and is one of the most important factors in decision-making. The aim of the article is to determine the value of the actual paid costs of equity capital in the construction industry in 2016-2019. The used data from the Cribis / Albertina databases were processed using changes in the undistributed economic result of previous years and the economic result of the current accounting period. The results found show that the average cost of equity in the years 2016 - 2019 ranges from 29.35 % - 37.81 % and the median values range from 16.43 % - 24.24 %. The benefit of the presented results is primarily seen in their possibility of subsequent prediction of future costs of equity capital. A limitation of the research may be in the data used, for which it is appropriate when it is the most recent.
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1. Introduction

Not only in the Czech Republic, construction is one of the most important industries that have a significant impact on the economy of the entire country. The construction industry is one of the leading sectors in direct and indirect job creation and can respond very quickly and flexibly to various changes in the behavior of investors and others (Busina and Sikyr, 2014).

The construction industry is therefore the main developer of various buildings, which are among the essential components of investments or the creation of gross fixed capital in the entire economy (Vochozka et al., 2015).

* This research was funded by project no. IVSUZO003 „Paid cost of equity capital“, Institute of Technology and Business, School of Expertness and Valuation, Czech Republic.
Vochozka (2018) further states that the construction industry has an optimal amount of assets, an acceptable financing structure and an adequate economic result.

The topic of the cost of equity capital applies to every business, as the cost of equity capital refers to the returns that are required by the owner for a given investment or project. It is therefore necessary information needed to make the right decision, and this is one of the most important activities that owners or managers do (Váchal et al., 2013; Valášková et al. 2020). The importance of monitoring business processes in terms of their production value has been pointed out by many authors such as Straková (2020, 2021c), Gavurova (2012) and Tkacova et al. (2017). A properly organized decision-making process is the basis of success. Managers or owners are aware of the seriousness of the consequences of their decisions. (Vrbka and Stehel, 2019). Therefore, investors primarily monitor the level of risk and returns on invested capital (Vochozka, 2012). The invested capital, i.e. the funds provided, is also affected by the time factor, which reduces the purchasing power of the invested funds and it is therefore necessary to include it in the calculation of expected returns (Vochozka and Hašková, 2019). These invested funds, from which their owner requires a certain return, can serve, for example, as an investment in a project that will expand the company's production capacity, improve its competitiveness or provide a material basis for long-term development (Vochozka et al., 2021).

The article thus responds to the social demand for the determination of adequate required revenues from an investment, in this case in the construction industry, and how to determine these required returns. The cost of equity capital is mostly only predicted to the future and just little authors deals with their historical value, which can be more beneficial for future prediction than commonly used methods, and this is exactly what the present article will deal with.

The objective of the article is to determine the value of the actual paid-up cost of equity capital in the construction industry in 2016-2019. To this end, several research questions are set:
1. How high is the cost of equity in each year?
2. How much was actually paid out in profit shares in each year?

2. Literature research

An important decision of the company is the determination of the dividend policy, which can affect the value of the company. Above all, the variability of the dividend policy is very important in determining the future development of the company, while the owners expect that the management of the company's finances will be performed well and will be able to adapt to environmental influences (Sari and Patrisia, 2019; Straková et al., 2018).

The creation of profit is one of the fundamental motivational stimuli of every business, as it is financial resources that, after being withdrawn from the business, do not threaten its further activity and can therefore be considered as income for the owner (Vochozka et. al., 2012; Sinicakova et al. 2017). Profit is one of the main factors of economic growth (Dementyev and Scherbakov, 2017). Profit therefore represents the prevailing economic quantity used by external and internal users in the decision-making process (Ermacora, 2018; Gavurova et al. 2017a,b). Vochozka and Machová (2017) identified the company's profit or loss as one of the most important generators of business value in the construction industry in the Czech Republic. The same conclusion was also reached by Machová and Vrbka (2018), who investigated value generators in enterprises in the agricultural sector in the Czech Republic. Identifying value generators is very important for businesses, because these are business-economic variables that contribute the most to the creation of business value (Vochozka et. al., 2017).

According to Chen, Leung and Goergen (2017), the gender of the company's highest-ranking employees also has an effect on the payment of dividends. Women pay a larger dividend than men, with the increase being significant
for firms with weak governance. Thus, this finding suggests that women use dividend payment as a management tool. The same result was reached by Almeida, de Morais and Coelho (2020), who found that the presence of women in the management bodies of a company contributes to a higher probability of higher dividends. The opposite result was reached by Sanan (2019), who shows that women in company management have a negative effect on dividend payouts. Furthermore, the organization of the company's management has a great influence on the payment of dividends, as a well-organized management has a positive effect on the dividend payment policy (Tahir, Masri and Rahman, 2020; Kocisova et al. 2018).

Kovalev and Drachevskiy (2020) looked at the dividend policy of oil and gas companies in emerging markets and identified two main problems in calculating dividends, namely determining the correct discount rate and establishing meaningful predicted dividend payout data. They chose the CAPM model as the most suitable method for calculating the discount rate. A Monte Carlo simulation model was chosen for the dividend forecast. Dividend policy is influenced by profitability, company size, growth, debt and macroeconomic variables (Nur and Karnen, 2014). Ranajee, Pathak, and Saxena (2018) add to these effects that higher dividends are paid by group firms compared to sole proprietorships.

The macroeconomic environment in which the company is located has a significant influence on the functioning of construction companies and their financial results (Baltgailis, 2019; Pavelko et al., 2021). The indisputable importance of the macro environment within the integrated model of the corporate environment is highlighted in the studies of Straková et al. (2021b) and Gavurova et al. (2020). The integrated concept of the environment undeniably contributes to the sustainable development of the enterprise (Straková et. al., 2021a; Chehabeddine, Grabowska and Adekola, 2022).

Appropriate profit should always be included in the prices of individual construction works in order to ensure their competitiveness, as profit is important for the survival of the company (Majer, Ellingerová and Gašparík, 2020). The efficiency of construction works has a great influence on the profit of construction companies. Every construction work carried out (e.g. building a house) must be well calculated and subsequently evaluated using suitable methods during the execution of these works. The resulting information is very important for guiding the company to future decisions (Anysz, 2017).

The cost of equity represents the expected rate of return required by the market to obtain the required funds for the investment, with the most complex component of the cost of equity calculation being the capital component (Valaskova and Bakes, 2018). The going concern principle can also be related to the cost of equity capital. This connection was positively confirmed and it was found that the cost of equity capital increased in the range of 3.3-5.7% for companies where the going concern principle was confirmed for the first time (Amin, Krishnan and Yang, 2014). Customers also have an impact on the cost of equity capital, especially for businesses that are more likely to lose key customers or are more prone to lose more when they lose key customers, so the cost of equity capital is higher. While businesses that have more government customers in their customer base have a lower cost of equity capital. Overall, therefore, the customer base affects the cost of financing (Dhaliwal, Judd, and Serfling, 2016).

The cost of equity capital is also affected by social capital because in countries with lower social capital the cost of equity capital is higher and in countries with higher social capital the cost of equity capital falls. However, this relationship is significant only for firms with a relatively low level of competition on the market and also for firms with a good reputation (Gupta et al., 2017). Political corruption also affects the cost of equity capital, as firms operating in states with higher levels of corruption have higher costs of equity capital (Hossain and Kryzanowski, 2021). Corporate social responsibility performance has an impact on the cost of equity capital, as corporate social responsibility performance is significantly negatively correlated with the cost of equity capital (Chen and Zhang, 2021).
The CAPM model, which Laghi and Marcantonio (2016), extended by premiums for certain idiosyncratic risks, can be used to value the cost of equity capital. These risks are company size, value factor, operational risks, financial structure and stock market price volatility. With these modifications, it was found that the CAPM model systematically underestimates the cost of equity capital, while with the proposed modifications, the correct estimate of its expected value already occurs. Glova (2015) investigated the CAPM in its dynamically time-varying form. The prediction of future cost of equity capital was also investigated by Momcilovic, Begovic and Živkov, 2015, who investigated the cost of equity capital of the food industry using the CAPM and Downside CAPM models. Ogiugo, Adesuyi and Ogbeide (2020) devoted their study to empirical test of capital asset pricing model on securities return of listed firms in Nigeria.

The relationship between the level of liquidity and risks on the implied cost of equity capital was investigated by Saad and Samet, 2017, who found that the implied cost of equity capital increases with the level of illiquidity and in the covariance between firm-level illiquidity and market illiquidity, but decreases in both the covariance between returns at the firm level and market illiquidity, as well as in the covariation between firms. Furthermore, it was observed that the level of liquidity and risk affect the implied cost of stocks during crisis and non-crisis periods, but this relationship is more pronounced during crisis periods for the most illiquid stocks.

An important role in corporate finance is played by the CEO, who has a great influence on the cost of equity capital, and this influence is affected by his confidence, because there is a non-linear relationship between the overconfidence of the CEO and the cost of equity capital (Aghazadeh et. al., 2018). Executive compensation also affects the cost of equity capital (Chen, Truong, & Veeraraghavan, 2015). Information risk is another variable that has a significant impact on the cost of equity capital (Abdollahi et al., 2021). Saleem and Usman, 2021, conducted similar research and reached the same conclusion. Bae, An, and Kim (2020) show that about 42% of the total effect of information quality on the cost of equity capital is due to indirect effects, namely information asymmetry, market risk, and liquidity risk.

Other factors affecting the cost of equity capital include company reputation, as companies with higher reputation scores have lower cost of equity capital and this effect increases with the degree of information asymmetry (Cao et al., 2015). Furthermore, the annual reports that large companies have to publish can also affect the cost of equity capital, as greater text complexity is associated with higher costs of equity capital (Rjiba et al., 2021).

3. Materials and methods

The data used for this article is taken from the Albertina database, which provides information on businesses and individuals. The downloaded data is in an excel data file. It includes companies operating in the construction industry, and for each of them, data from financial statements for the period 2016 - 2020 is presented.

CAPM model or the modular model is most commonly used to calculate the cost of equity capital. These models are suitable for calculating the cost of equity capital, but their calculation determines the future value of the cost of equity capital, which is inappropriate for the purposes of determining the actual paid-in cost of equity capital.

The following methodological procedure will therefore be chosen to answer the research questions: In order to determine the profit shares paid out in a given year for one company, the economic result of the current accounting period will be added together with the undistributed profit of previous years/undistributed profit or unreimbursed loss of previous years, and subsequently the undistributed profit of previous years/undistributed profit or unreimbursed loss of previous years will be deducted from this value.
For the item undistributed profit of previous years/retained profit or unreimbursed loss of previous years, the data that is available in the given period is selected.

After performing these calculations, it is necessary to filter the data to only relevant ones, which means that minus items and percentage items exceeding the value of 100 must be deleted. Subsequently, the resulting value will be divided by the equity of the given year and converted into percentages.

Statistical functions mean, median, variance, standard deviation will be used for the final evaluation.

**4. The results and discussion**

**Table 1.** Resulting values of equity costs for the period 2016 - 2019

<table>
<thead>
<tr>
<th>Year</th>
<th>Average cost of equity</th>
<th>Median cost of equity capital</th>
<th>Paid in total</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016</td>
<td>29,35 %</td>
<td>16,43 %</td>
<td>19 656 223 745,00</td>
</tr>
<tr>
<td>2017</td>
<td>36,40 %</td>
<td>23,07 %</td>
<td>49 966 461 785,00</td>
</tr>
<tr>
<td>2018</td>
<td>31,64 %</td>
<td>17,84 %</td>
<td>24 212 135 900,00</td>
</tr>
<tr>
<td>2019</td>
<td>37,81 %</td>
<td>24,24 %</td>
<td>34 758 034 067,00</td>
</tr>
<tr>
<td>Total</td>
<td>135,20 %</td>
<td>81,57 %</td>
<td>128 592 855 497,00</td>
</tr>
</tbody>
</table>

*Source: Database Albertina*

Table 1 presents the resulting values of the cost of equity capital for the period 2016 – 2019, where the average, median values and overall paid profit shares are listed. The results show that the mean and median values differ by almost half in each observed year. The highest values in the case of the average and median were achieved in 2019 and in the case of the overall paid profit shares in 2017.

**Table 2.** Selected statistical indicators from the resulting values of equity costs for the period 2016 - 2019

<table>
<thead>
<tr>
<th>Quantity</th>
<th>From the average cost of equity capital</th>
<th>From equity medians</th>
<th>From the total shares paid out</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter</td>
<td>33,80 %</td>
<td>20,39 %</td>
<td>32 148 213 874,25</td>
</tr>
<tr>
<td>Median</td>
<td>34,02 %</td>
<td>20,45 %</td>
<td>29 485 084 983,50</td>
</tr>
<tr>
<td>Dispersion</td>
<td>11,81</td>
<td>11,06</td>
<td>1,36</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>3,44</td>
<td>3,32</td>
<td>11 654 744 431,45</td>
</tr>
</tbody>
</table>

*Source: Database Albertina*

Table 2 presents selected statistical indicators from the resulting average and median values of the cost of equity for the period 2016 – 2019, where the average, median, dispersion and standard deviation are given. The results show that the average and median values for the cost of equity capital do not differ much and for the total profit shares paid out, the difference is only 8.2 %.
Figure 1 presents the development of the average and median values of the cost of equity capital for the period 2016 – 2019, which clearly shows the development of these values in individual years. It can be seen from the graph that the development of the average and median values in individual years is fluctuating, when in 2017 there is an increase in both values. The following year there was a slight decrease compared to the previous period, when, however, the resulting values are higher than in 2016. In the last monitored year, the average and median value of the cost of equity increased again.

Figure 2 presents the overall paid-out profit shares for the period 2016 – 2019, which clearly shows the progress of paid-out profit shares in individual years. The course of paid profit shares in individual years copies the development of the average and median values of the cost of equity capital, i.e. it increases in 2017, the following year there was a decrease and the last year it increased again.
Discussion

1. How high is the cost of equity in each year?
In the individual years, the cost of equity in the case of average values is 29.35%, 36.40%, 31.64% and 37.81%. For the median values, the cost of equity was 16.43%, 23.07%, 17.84% and 24.24%. The results show that the difference between the average and median values of the cost of equity capital is almost double. It is therefore very important for the calculation to choose the appropriate indicators, because the resulting values can subsequently differ greatly. Most research on the cost of equity capital calculates the future value of the cost of equity capital, most often using the CAPM method. This article presents a calculation methodology that arrives at actual cost of equity values and thus gives better feedback for calculating the future value of the cost of equity capital.

2. How much was actually paid out in profit shares in each year?
In individual years, CZK 19,656,223,745, CZK 49,966,461,785, CZK 24,212,135,900 and CZK 34,758,034,067 were paid out in profit shares. The results show that their values fluctuate a lot, with the lowest value at the level of CZK 19 billion and the highest value at the level of CZK 49 billion. As already mentioned in the literature review, profit is one of the main generators of the value of enterprises in the construction industry, and it is therefore desirable that its values increase every year and thus the cost of equity capital of investors or owners. And the results show that this trend is not in the construction industry.

5. Conclusion

The objective of the article was to determine the value of the actual cost of equity paid in the construction industry in 2016-2019. The objective of the article was met by creating a methodology for calculating the cost of equity from financial statements from the entire construction industry.

The results found are very different, especially in the case of the average and median values of the cost of equity capital in individual years. The average values of the cost of equity are in the range of 29.35% - 37.81% and the median values are in the range of 16.43% - 24.24%. It is therefore very important to choose appropriately a statistical indicator that will express the value of the cost of equity capital, as large differences between average and median values can cause inaccuracies or misleading results in subsequent calculations.

The conducted research has limits in outdated data, in which data from financial statements for subsequent years is missing. Despite this fact, the usability of the calculated results for practical purposes is high, especially the methodology presented in the article, which describes the procedure for calculating the actual paid out costs of equity capital. The results can be used to predict future costs of equity capital, when this prediction can be more reliable than commonly used methods, as it is based on historical values that can better predict future development, especially in the case of stable market development.

The scope for further research is very wide, as the methodology developed in the presented article is usable for any company or entire industry, as in the presented article.
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Abstract. Investing in stock indexes has become an integral part of financial portfolios. Fearing the loss of savings value, households move their financial reserves into stocks, bonds and stock indexes; the latest concerns the subject of this article. The article focuses on determining the best method of forecasting the prices of stock indexes, S&P 500 and NASDAQ Composite, comparing the Simple moving average (SMA) technique with the Autoregressive integrated moving average (ARIMA) model based on free software RStudio.

We formulated two plausible hypotheses: Which of these two methods - SMA or ARIMA - is more accurate for predicting the prices of selected stock indexes in the last thirty years? How will the price of the selected stock indexes develop according to the better of the suggested method through 2022? The ARIMA model indicated better results, proving great ability to forecast both indexes through 2022. The method determined the NASDAQ Composite stock index value to be 16,115.75 USD per stock through 31.12.2022, whereas S&P 500 index saw the value of 5,025.86 USD per stock through the same date. The follow-up research should deal with forecasting different stock indexes and comparing other conventional techniques for predicting time series. The subsequent study may also compare methods' forecasting accuracy between stock indexes and independent companies, whose stock volatility could favour different forecasting approaches.
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1. Introduction

Developed global economies have recently fostered a close interrelationship, jointly facing galloping inflation (Straková et al., 2021a). This nominal macro-economic variable made markets of multiple countries suffer from extreme price variations, e.g. caused by soaring or slumping commodity prices in global markets (Masood et al., 2019; Fernandes, 2020). The rise in inflation is more significant than in the years before the onset of the Covid-19 pandemic. Upon witnessing the price increase, households seriously reconsider their investment decisions (Abildgren and Kuchler, 2021). Fearing the loss of savings value, they move their financial reserves into stocks, bonds and stock indexes (Straková et al., 2020); the latest concerns the subject of this article. Choosing a good investment portfolio requires careful consideration of potential risks, involving keeping the balance between the stock and bond investments (Sinicakova et al. 2017; Gavurova et al. 2020). This harmony is changeable, depending on the situation in the market. Careful diversification of portfolios helps minimize the risk of substantial losses (Xiao and Tao, 2021; Bilan et al. 2017; Fedorko et al. 2018), making stock indexes an ideal investment. Forecasting the prices of stock indexes is an indispensable tool for reducing the risk and boosting the returns. Yet, it can be a high-stake venture due to multiple impactful hard-to-predict factors, which, for example, triggered the Great Recession in 2008 (Straková et al., 2021b; Gavurova et al. 2017, 2018). Today’s world would have been much different if we had foreseen, mitigated, or even avoided this financial meltdown (Tang et al., 2015).

The article aims at forecasting the price movement of selected stock indexes. We formulated two plausible hypotheses:
1) Which of these two methods - Simple moving average (SMA) or Autoregressive integrated moving average (ARIMA) - is more accurate for predicting the prices of selected stock indexes in the last thirty years?
2) How will the price of the selected stock indexes develop according to the better of the suggested method through 2022?

2. Theoretical background

The return on stock indexes has recently been a widely discussed issue, drawing the attention of investors (Suler et al., 2020). From the very beginning of the existence of the stock market, various people have tried to predict its future development, or the future development of share prices. Nowadays, according to Machová et al., price forecasting in the stock markets is becoming (2020) an increasingly interesting topic. Fatal losses can occur in the event of a wrong estimate of the market's development tendency or in the event of a wrong decision. Klieštík and Majerová (2015) also agree with this opinion, who state that the prediction of stock prices is a very important task for all people paying attention to the stock market. The authors further add that stock price forecasting is always a hot issue for shareholders, dealers and stock brokers. According to Etemadi et al (2015), managers, investors and financial analysts consider earnings per share as one of the most important financial indicators. Precisely for this reason, it is very useful to predict the stock price with high accuracy (Kučera and Andelík, 2021).

Koutroumanidis et al. (2011) state that the ability to predict stock price developments is a key task for investors in order to maximize their profits. Investors are able to make big profit using these quality tools with high accuracy. Stock price prediction is currently a very important financial topic and has huge potential for the market economy and investors in the future. Vochozka et al. (2020) state that the effort to forecast stock prices is becoming increasingly complex due to the increasing amount of historical data. The development of stock prices over time is very dynamic, complex and non-linear and can be predicted through many methods, one of which is the ARIMA model (Shi et al., 2012). For prediction, it is advisable to use the ARIMA model, because it uses and manages to calculate with time series data (Jiang and Subramanian, 2019). Using the ARIMA model on historical data to estimate returns and volatility of S&P BSE Essex and S&P BSE IT indexes in the Bombay Stock Exchange market showed a strong correlation between actual values and the estimates. The results indicate
increasing returns, yet they gradually approach zero (Challa et al., 2020). The ARIMA method supplemented with the AdaBoost algorithm demonstrated the best results when determining the price movement of the Standard&Poor's 500 index (S&P 500). Pulungan et al., 2018 used the ARIMA model in the Indonesian stock market on daily data of the SRI-KEHATI index from 8th June 2009 to 17th July 2017, acquiring only unreliable non-stationary data. Upon extensive data processing, the authors transformed the seasonal differences into applicable stationary information, using the ARIMA model as the ideal method for data handling (3,1,1). The technique also proved practical for predicting stock prices in the Indonesian stock market (Pulungan et al., 2018). Gaspareniene et al. 2018 used the ARIMA method to forecast the price volatility of gold - an essential commodity in the financial sector, revealing that the technique is suitable only for short-term predictions (max. one year). Oil presents another primary asset, ensuring the smooth running of major economic ventures. To forecast the prices of this vital resource, the authors (Haque and Shaik, 2021) applied the ARIMA and GARCH models. Of all the categories, the ARIMA (4,1,4) and GARCH (1,1) showed the best accuracy, the former indicating higher accuracy in forecasting extreme and almost unpredictable situations, e.g. the Covid-19 pandemic.

Creating and forecasting the price movement in the stock market is a complicated issue. There have been many statistic models struggling to make almost impossible predictions (Tkacova et al. 2017; Gavurova et al. 2020; Kocisova et al. 2018). Islam and Nguyen, 2020 compared forecasts of a method of autoregressive integrated average, artificial neural network and stochastic process of Brownian motion with reality, revealing that the conventional statistic model and the stochastic technique yield more accurate results than artificial neural structures. Zakamulin and Giner 2020 contrasted a method of moments (MOM) and moving average (MA) to forecast time series, unveiling considerable similarities. Yet, MA made better forecasts regarding the future trends. The use of the MA method to predict stock prices within 50 days made investors receive higher returns (Almujamed, 2018). However, a survey from 1972 to 2015 proved a dramatic slump in the accuracy of moving averages (Strobel and Auer, 2018). Since financial trends are imperative in making sensible investment decisions, forecasting time series is subject to continuous improvement. Hybrid models also provide accurate forecasts, making better predictions than the ARIMA model or moving averages (Khashei and Hajirahimi, 2017). Kučera and Andelík (2021) say that although the ARIMA model and moving average method rank among less complex approaches to forecasting time series, they still find wide use in making accurate investment decisions. Using both techniques, investors significantly reduce the risk of loss, mainly in the event of ARIMA, which can handle unpredictable scenarios.

3. Data and Methodology

We used data from the S&P 500 and NASDAQ Composite Index for the calculation. The prediction of stock indexes through 2022 encompasses data from Yahoo Finance website from the last thirty years, from 31st March 1992 to 31st March 2022. The paper introduces the figures in American Dollars (USD), reflecting the closing prices of the indexes. We replaced the missing data with the information from the previous day, rounding the results to two decimal places (see Table 1 and Table 2).

<table>
<thead>
<tr>
<th>Table 1. A basic data characteristic from NASDAQ Composite Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average price per stock</td>
</tr>
<tr>
<td>Price median</td>
</tr>
<tr>
<td>Modus</td>
</tr>
<tr>
<td>Maximum stock price</td>
</tr>
<tr>
<td>Minimum stock price</td>
</tr>
<tr>
<td>Max-min difference</td>
</tr>
<tr>
<td>Amount of data</td>
</tr>
</tbody>
</table>
**Table 2.** A basic data characteristic from S&P 500 Index

<table>
<thead>
<tr>
<th>characteristic</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average price per stock</td>
<td>1526.801 USD</td>
</tr>
<tr>
<td>Price median</td>
<td>1277.89 USD</td>
</tr>
<tr>
<td>Modus</td>
<td>1092.54 USD</td>
</tr>
<tr>
<td>Maximum stock price</td>
<td>4796.56 USD</td>
</tr>
<tr>
<td>Minimum stock price</td>
<td>394.5 USD</td>
</tr>
<tr>
<td>Max-min difference</td>
<td>4402.06 USD</td>
</tr>
<tr>
<td>Amount of data</td>
<td>10958</td>
</tr>
</tbody>
</table>

**Figure 1.** Price movement of the S&P 500 Index from 31.3.1992 to 31.3.2022

*Source: Authors’ elaboration reflecting processed data from Yahoo Finance*
In the first part, we used the SMA method to forecast stock index prices, deliberately disregarding the trend and seasonality of the data. Firstly, the calculation of the future values involved known data, followed by previously predicted figures. Individual categories of the SMA comprised 50, 100 and 300 days. The research tested the data regarding their abilities to forecast stock indexes, verifying this capacity on the already known data from 31st March to 31st March 2021 to preserve similarities of the predicted periods. A close comparison of the resulting forecast with reality allowed selecting the most accurate category to predict prices through 2022.

The ARIMA model is the second chosen method, involving RStudio statistic software for selecting the most relevant model parameters. The used commands were as follows:

- `Class(File_name)
- `File_name_time=ts(File_name$Price,start=min(File_name$Date),end=max(File_name$Date))
- `Class(File_name_time)
- `Library(Forecast)
- `Library(tseries)
- `Plot(File_name_time)
- `Acf(File_name_time)
- `Pacf(File_name_time)
- `Adf.test(File_name_time)
- `File_name_MODEL=auto.arima(File_name_time, ic='aic',trace=true)

R program tested and chose the best ARIMA parameters. Upon uploading the criteria to Microsoft Excel, XLSTAT software predicted year 2022, setting the confidence interval to 95%.
4. Results

The blue curve of Figures 3 and 4 illustrates the actual stock index value from 1.4.2021 through 31.12.2021, contrasting with the red line values provided by a 50-day SMA. The green line depicts a forecast made by a 100-day SMA, and the purple trend tracks the estimated price using a 300-day SMA. The figures suggest that the 100-day SMA draws nearest to the actual value in the NASDAQ Composite, whereas the 50-day SMA is the closest to the real value of the S&P 500 index.

![Figure 3. Comparing individual forecasts with real values of the NASDAQ Composite](Source: Own)
Tables 3 and 4 suggest other essential data for comparing the accuracy of separate forecasts. Each prediction contrasts with the average actual stock value for a defined period. The first indicator compares the average price of one predicted stock and the average real price per stock. The second indicator involves the mean absolute error (MAE), while the third indicator refers to the mean absolute percentage error (MAPE). The figures acquired from the experiment comply with the data suggested in Figures 3 and 4. The NASDAQ Composite index saw the average price per stock at 13,231.43$ using a 100-day SMA, which is the closest to the average actual value of 14,697.95 USD. The MAE amounts to 1,356.00 USD, and the MAPE equals 9%, indicating the lowest value of all the forecasts. The S&P 500 index was the closest to the average actual price per stock using a 50-day SMA amounting to 3,914.79 USD, while the real price was 4,403.14 USD. The average MAE in this prediction was 488.36 USD, whereas the MAPE equalled 10.92 %. The 300-day SMA made the worst prediction, varying by about 6% from the most accurate forecast in both cases.

### Table 3. Comparing predicted values with real values of the NASDAQ Composite index

<table>
<thead>
<tr>
<th></th>
<th>Real value</th>
<th>SMA(50)</th>
<th>SMA(100)</th>
<th>SMA(300)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average price per stock (USD)</td>
<td>14,697.95</td>
<td>13,231.43</td>
<td>13,348.59</td>
<td>12,430.28</td>
</tr>
<tr>
<td>Average MAE (USD)</td>
<td>X</td>
<td>1,468.58</td>
<td>1,356.00</td>
<td>2,267.67</td>
</tr>
<tr>
<td>Average MAPE</td>
<td>X</td>
<td>9.77 %</td>
<td>9.00 %</td>
<td>15.28 %</td>
</tr>
</tbody>
</table>

*Source: Own*
Table 4. Comparing predicted values with real values of the S&P 500 index

<table>
<thead>
<tr>
<th></th>
<th>Real value</th>
<th>SMA(50)</th>
<th>SMA(100)</th>
<th>SMA(300)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average price per</td>
<td>4,403.14</td>
<td>3,914.79</td>
<td>3,882.61</td>
<td>3,659.95</td>
</tr>
<tr>
<td>stock (USD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average MAE (USD)</td>
<td>X</td>
<td>488.36</td>
<td>520.53</td>
<td>743.19</td>
</tr>
<tr>
<td>Average MAPE</td>
<td>X</td>
<td>10.92 %</td>
<td>11.66 %</td>
<td>16.76 %</td>
</tr>
</tbody>
</table>

Source: Own

Based on the findings, we chose the 100-day SMA for the NASDAQ Composite index and the 50-day SMA for the S&P 500. Figures 5 and 6 depict the predicted values of the discussed stock indexes through the end of the year. To make the charts less complex, we included figures as of 1.1.2002. The stock price of the NASDAQ Composite index should reach 13,846.26 USD, whereas the value S&P 500 index should hit 4,408.48 USD per stock.

Figure 5. The predicted price movement of the NASDAQ Composite index as of 1.1.2002 through 31.12.2022

Source: Own
To test the accuracy of the ARIMA model (5,1,0) based on the results from the RStudio statistic program, we chose the period from 1.4.2021 to 31.1.2021. The blue curve of Figures 7 and 8 illustrates the actual value of one stock of the selected index contrasted with the red central line; the green line represents the lower prediction boundary, whereas the purple curve tracks the outer limit of the estimate. The figures suggest that the purple line is the closest to the actual index value.
Tables 5 and 6 propose essential parameters to determine the accuracy of the forecasts. The figures comply with Figures 7 and 8. A close comparison of the limits shows a similar MAPE average in both indexes.

**Table 5.** A tabular comparison of a forecast of ARIMA model with the actual value of the NASDAQ Composite stock index

<table>
<thead>
<tr>
<th></th>
<th>Actual value</th>
<th>Central limit</th>
<th>Lower limit</th>
<th>Outer limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average price per stock (USD)</td>
<td>14,697.95</td>
<td>13,233.3</td>
<td>12,245.12</td>
<td>14,221.47</td>
</tr>
<tr>
<td>MAE average (USD)</td>
<td>X</td>
<td>1,4466.91</td>
<td>2,452.83</td>
<td>550.72</td>
</tr>
<tr>
<td>MAPE average</td>
<td>X</td>
<td>9.73 %</td>
<td>16.38 %</td>
<td>3.66 %</td>
</tr>
</tbody>
</table>

**Source:** Own

**Table 6.** A tabular comparison of a forecast of ARIMA model with the actual value of the S&P 500 stock index

<table>
<thead>
<tr>
<th></th>
<th>Actual value</th>
<th>Central limit</th>
<th>Lower limit</th>
<th>Outer limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average price per stock (USD)</td>
<td>4,403.14</td>
<td>3,971.43</td>
<td>3,662.52</td>
<td>4,280.34</td>
</tr>
<tr>
<td>MAE average (USD)</td>
<td>X</td>
<td>431.72</td>
<td>740.63</td>
<td>126.93</td>
</tr>
<tr>
<td>MAPE average</td>
<td>X</td>
<td>9.63 %</td>
<td>16.56 %</td>
<td>2.8 %</td>
</tr>
</tbody>
</table>

**Source:** Own

We applied the ARIMA model (5,1,0) to the up-to-date information of the S&P 500 index and NASDAQ Composite, forecasting a time series through 31.12.2022 depicted in Figures 9 and 10.
The NASDAQ Composite index hit the mean value per stock at 14,439.44 USD, the lower limit of 13,348.19 USD and the outer boundary of 15,560.69 USD in the predicted period. The 31st December 2022 saw the highest foreseen price per stock at 16,115.71 USD, with a trough of 12,763.14 USD. The S&P 500 index hit the forecast mean value of 4,535.05 USD, the lower limit of 4,206.75 USD and the outer value of 4,863.36 USD. The index hit the lowest estimated stock price at 4,044.24 USD and the highest at 5,025.86 USD on 31.12.2022.

Figure 9. Graphical depiction of the movement of the NASDAQ Composite index by the ARIMA model

Source: Own

Figure 10. Graphical depiction of the movement of the S&P 500 index by the ARIMA model

Source: Own
5. Discussion

The research revealed that the 100-day SME best reflects the NASDAQ Composite index, whereas the 50-day SME closely corresponds to S&P 500. The indexes showed different SMAs as the most accurate technique because the NASDAQ Composite had suffered an unexpected, short-term decline upsetting the resulting predicted price per stock. The 100-day SMA did better in forecasting the constantly upward trend of the index, smoothing the downturn by the previous values. The S&P 500 index did not witness any striking variations, retaining its steadily increasing trend. That is why this index best correlates with the 50-day moving average. The testing forecasts further proved that moving averages are not a wise choice for a long-term prediction of the price movement of stock indexes. Both experimental scenarios showed the MAPE at around 10%, indicating an unacceptably high percentage. The short-term SMA cannot readily respond to the index volatility, and the long-term SMA displays strong bias given the past low index prices. Despite their inaccuracies, the methods may help investors roughly estimate the future market trend. Almujamed (2018) stated that investors’ incomes dramatically increased using a 50-day SMA.

Upon verifying the accuracy of the ARIMA model (5,1,0), the highest forecast estimate proved the most realistic, indicating a constant upward trend in both stock indexes. The average MAPE ranged around 3%. Pulungan et al. (2018) arrived at similar results, using ARIMA (3,1,1) for predicting SRI-KEHATI stock index prices.

Thanks to these findings, we found the answer to the first hypothesis: 1) Which of these two methods - Simple moving average (SMA) or Autoregressive integrated moving average (ARIMA) - is more accurate for predicting the prices of selected stock indexes in the last thirty years? The results indicate that the ARIMA model (5,1,0) greatly outplays the SMA in both index scenarios. Gaspareniene et al. (2018) arrived at the same conclusions, revealing that the ARIMA model is instrumental in short-term forecasts for up to one year. A close comparison between the most accurate test prediction of the NASDAQ Composite index using the ARIMA model and the SMA revealed that the latter method was worse than the ARIMA model by 6.11% in making the most accurate forecast at the average MAPE. The S&P 500 index indicated an even sharper difference of 8.12%, favouring the ARIMA model.

The second hypothesis relates to the first one: 2) How will the price of the selected stock indexes develop according to the better of the suggested method through 2022? Both approaches (the ARIMA model and SMA) have foreseen a further steady rise in the stock indexes. To satisfactorily answer the hypothesis, we chose the ARIMA model (5,1,0) and its highest limit as the most accurate method. The technique estimates the value of the NASDAQ Composite index to be 16,115.71 USD per stock to 31.12.2022, expecting the S&P 500 index to hit 5,025.86 USD per stock. Jiang and Subramanian (2018) share the same opinion, proving the ARIMA model’s great utility in forecasting time series.

Conclusions

The article sought to estimate stock index prices through 2022. We fulfilled this objective by suggesting the most accurate method. Although forecasts are never fully authentic (stock markets are unpredictable), they provide at least a rough estimate of the price movement. Using the MAPE technique, we compared the testing predictions based on the SMA and ARIMA models (5,1,0), obtaining better results from the ARIMA model. The method suggests that the S&P 500 index price should soar to 5,025.86 USD per stock, and the NASDAQ Composite index should hit 16,115.71 USD per stock through 2022. Yet, the ARIMA model does not apply to other stock indexes with the same accuracy, which constitutes a pitfall of our analysis. Further research would have to involve a different ARIMA model to estimate the movement of other stock indexes. Follow-up studies should focus on forecasting various stock indexes and comparing different methods not included in our research to predict time
series. The scientists may also compare the accuracies of the forecasting methods between stock indexes and corporate stocks, which are more volatile and require different forecasting approaches.
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Abstract. The aim of this paper is to understand how outsourcing remanufacturing operations to different OEMs agents (i.e., the retailer or third-party remanufacturer) affected a supply chain's sustainable issues. Although outsourcing strategies have been well studied in the remanufacturing literature, existing research has focused primarily on operational options between original equipment manufacturers (OEMs) and third-party remanufacturers (3PRs). In practice, however, many brand name retailers have recently created business models in which product remanufacturing is an integral part. The question showed the retailer or the third-party, which was the right remanufacturer for OEM's remanufacturing outsourcing? To answer this question, we developed two models for an OEM that had two options for remanufacturing outsourcing: (1) outsourcing remanufacturing to a 3PR (Model T) or (2) to its retailer (Model R). Using these two models, we addressed the questions: from the profit-maximizing perspective, how does outsourcing remanufacturing operations to retailers create strategic issues that are different from those with 3PRs? Which is more profitable for the OEM, 3PR, retailer, and the total supply chain? From an environmental impact perspective, how does outsourcing remanufacturing operations to retailers create strategic issues different from those with 3PRs? Which is more beneficial for our environment? Our analysis revealed that if the OEMs cared about economic performance, outsourcing the remanufacturing operations to the 3PR was a practical strategy. Conversely, if they cared about environmental sustainability, outsourcing the remanufacturing to the retailer was the preferred strategy. Numerical studies further validated our conclusions.
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1. Introduction

Besides the fact that remanufacturing creates benefits for the economy and the environment, it also poses several questions for original equipment manufacturers (OEMs) when they intend to undertake remanufacturing operations themselves. The greatest concern for the OEM is the risk of cannibalization problems between remanufactured and new products. The consumers' willingness to pay for the remanufactured consumer product was usually 15.3% lower than that for the new one (Guide and Li, 2010). The loss of profits from new product sales is not the only concern for OEMs when undertaking remanufacturing operations. In practice, many customers associate the lower quality of a remanufactured product with the OEM's brand, making it even more difficult for OEMs to maintain a high-quality branding image when adopting remanufacturing as part of its extended business (Ferguson, 2010; Fedorko et al. 2018).

As a result, many OEMs prefer to outsource remanufacturing operations (Karakayali et al., 2007). For example, in developed countries, such as the U.S. and European nations, many brand name OEMs, such as IBM, Texas Instruments, Hitachi, and Dow, have outsourced their remanufacturing operations to other agents, which earned millions of dollars in licensing revenues (Arora et al., 2013). According to a survey from the U.S. remanufacturing industry, OEMs only accounted for a small fraction (about 6%) of the total firms with integrated remanufacturing operations (Hauser and Lund, 2003). Similar cases also appeared in developing countries. For example, in 2008, the pilot program for automobile parts remanufacturing entered into force in the China market. In this pilot program and several OEMs, many third-party remanufacturers (3PRs) supported by the China National Development and Reform Commission selected to engage in remanufacturing for auto parts (National Development and Reform Commission, 2022).

Besides, it noted that many brand name retailers had created business models in which product remanufacturing was an integral part (Fedorko et al. 2018; Radavičius et al., 2021; Horvath et al. 2021). For example, Argos repositioned itself by offering affordable leasing of all its products by requiring recycling or remanufacturing when those products reached their end-of-life stage (The Brands of the Future Must Be Sustainable, 2021). Similarly, TigerDirect offers remanufactured products (TigerDirect Refurnished), such as printers, laptops, cameras, Led monitors, and more. For example, in the Chinese market, Sevlao, the largest distributor for excavators in China, has established its production-batch process of disassembly, cleaning, refurbishment, and replacement for excavators. From a research perspective, the discussion above raises the fundamental question addressed in this paper. Are the effects on profits or sustainability different if the OEM outsources remanufacturing operations to its retailers but not to 3PRs?

Profits or sustainability issues are perhaps the two important components that affect the selection of an OEM's remanufacturers (Ferguson, 2010; Mezulanik et al., 2020; Dvorsky et al., 2020). Indeed, outsourcing remanufacturing operations to 3PRs not only allows OEMs to focus on the production of new products, sales, and marketing, but it also outsources the "extended producer responsibility" of the end-of-life products to 3PRs. However, we should note that such an outsourcing strategy creates a secondary remanufactured market that is not under the OEM's direct control but is a niche for 3PRs. In the I.T. industry, "third-party companies built over $100 million per year businesses in buying used computer equipment, remanufacturing it, and selling or leasing it out to someone else" (Big players emerge in fragmented brokerage market, 2021). Of course, such large numbers of remanufactured products from 3PRs can have serious consequences for OEMs' new product prices and profitability. Conversely, outsourcing remanufacturing operations to retailers is a potential option that mitigates the competition from the remanufactured product's market because both parties, including retailers, were concerned about the cannibalization problems of remanufactured products. However, such outsourcing may
induce considerable challenges for the OEM's profitability from new products and their branding image (Yan et al., 2015).

Our goal in this paper was to understand how outsourcing remanufacturing operations to different OEMs agents (i.e., the retailer or third-party remanufacturer) affected a supply chain's sustainable issues. More specifically, we developed two models for an OEM that have two options for remanufacturing outsourcing: (1) outsourcing it to a 3PR (Model T) or (2) outsourcing it to its retailer (Model R). Using these two models, we addressed the following questions.

1. From the profit-maximizing perspective, how does outsourcing remanufacturing operations to retailers create strategic issues that are different from those with 3PRs? Which is more profitable for the OEM, 3PR, retailer, and the total supply chain?
2. From an environmental impact perspective, how does outsourcing remanufacturing operations to retailers create strategic issues different from those with 3PRs? Which is more beneficial for our environment?

The overall contribution of this paper is threefold. First, instead of highlighting the interactions between the OEM and the 3PRs related to outsourcing remanufacturing, we allowed the OEM to have the potential flexibility to outsource remanufacturing to its retailers. Second, our work investigated the OEM's decisions that involved choosing the "right" remanufacturer and demonstrated how it affected the supply chain's economic outcomes and how environmental sustainability was affected by this flexibility. Finally, our paper sheds new light on the remanufacturing outsourcing model, which revealed that outsourcing remanufacturing operations to the 3PR were advantageous if the OEMs cared about economic performance. On the other hand, if they cared more about environmental sustainability, outsourcing remanufacturing operations to the retailer was the preferred strategy.

This paper proceeds as follows. In section 2, we reviewed related literature on remanufacturing outsourcing and on closed-loop supply chains. In section 3, we introduced our basic assumptions. In section 4, we presented and solved our two models. In section 5, we examined the effects of OEM outsourcing of its remanufacturing to different agents and explored the main results related to sustainable issues. Furthermore, in §6, we discussed the results and provided several possible directions for future research.

2. Literature Review

This paper complements the literature on remanufacturing, where we observed the remanufacturing outsourcing strategy between the OEM and the 3PRs. For example, Majumder et al. (2001) showed that, under a certain condition, the 3PR had incentives to reduce the OEM's remanufacturing cost. Debo et al. (2005) found OEM's optimal level of remanufacturing was lower than the monopoly model and decreased as the number of competing remanufacturers increased. Subsequently, Ferrer et al. (2006) found that, as the threat of competition increased, the OEM was more likely to utilize all available cores completely. Recently, Wu et al. (2006) presented an argument that competing OEMs without remanufacturing capacity sometimes benefited from the entry of 3PRs. Meanwhile, Zou et al. (2016) showed that it was in society's interest if the OEMs outsourced remanufacturing to 3PRs. Although most of the above research analyzed the remanufacturing outsourcing relationships between the OEM and the 3PRs, they ignored the OEM's potential flexibility to choose other remanufacturers, such as retailers. In contrast, we developed two models that allowed the OEM to have the flexibility to outsource remanufacturing to its retailers or 3PRs. Thus, we complement the above literature on remanufacturing outsourcing strategy between the OEM and the 3PRs by addressing how the flexibility of the OEM to outsource remanufacturing to a TPR or its retailers affected the issue of environmental performance in a supply chain.

This paper also relates to the literature that highlights the retailer's role in the closed-loop supply chain. Savaskan et al. (2004) addressed choosing the appropriate reverse channel structure to collect used products from customers. Recently, Shulman et al. (2010) examined how the return penalty was affected when returns were
either salvaged by the OEM or by the retailer. They found that the return penalty was more severe when returns were salvaged by a channel member who derived greater value from a returned unit. Subsequently, Lee et al. (2011) presented a model that integrated operations decisions with the retailer's collection and showed that the retailer retained the same form of decision-making by identifying an analogous closed-loop production efficiency. Although the above research highlighted the role of retailers in the reverse channels for collecting the end-of-life products, they ignored the fact that, in recent years, many retailers have created business models in which product remanufacturing was an integral part. Shi and Min (2014) discussed the possibilities of remanufacturing products. Fees for remanufacturing or disposal of goods are in some cases paid for by the government. This economic government instrument can also have a major impact on the environment. Golinska (2014) also notes that remanufacturing is a step towards resource efficiency and can lead to the sustainability of the whole business. According to Kasych et al. (2019) it is important that society and the economy of the whole country are sustainable in terms of economic, environmental and social components. According to Li et al. (2013) the remanufacturing of goods and their subsequent sale is very risky for companies, because they never know in what condition the merchandise will arrive and what the profit will be from a particular remanufactured item after deducting all the costs of remanufacturing. The remanufacturing process itself can also be a marketing strategy that deprives producers' market share of price discrimination (2008). Remanufacturing older products at the end of their service life may prevent new products from entering the competition. However, within a company, remanufacturing poses a risk of preventing the entry of new products, such as newer technologies used and offered for sale at higher margins (Atasu et al., 2006; Bacik et al. 2018). However, in most cases, companies face management barriers, preventing them from initiating remanufacturing services (Gavurova et al. 2018). However, this problem could be eliminated if management activities were left to the model of artificial neural networks. According to Vrbka and Rowland (2020) it is possible to leave the decision of the managerial character of the company to a computer system. According to Geyer et al. (2007) it is important to carefully coordinate the structure of production costs of a new product in order to save on the costs of its subsequent remanufacturing. Zikopoulos and Tagaras (2007) also emphasize that when remanufacturing a product, transporting it to a third-party remanufacturing is one of the most costly expenditures in the entire remanufacturing process. According to Agrawal et al. (2015). The offering of remanufactured products that have been remanufactured by the manufacturer may reduce the perceived value of the new product offered by up to 8%. Conversely, offering remanufactured products that have been remanufactured by a third party may increase the perceived value of the new products offered by up to 7%. Fang et al. (2019) states that a manufacturer should leave the remanufacturing of its products to a third party if this would mean a reduction in the manufacturer's profits. According to Shu et al. (2016), for the optimization of the supply chain in which both new products and remanufactured products figure, there is an important difference in the distribution costs of individual product types (new/refurbished). Suppliers should also focus on products with lower manufacturing/remanufacturing costs. According to Ovchinnikov (2011), the behavior of consumers when buying remanufactured products is very different from the standard behavior when buying new products, and therefore standard predictive sales methodologies for new products cannot be used to predict the sales of remanufactured products.

The whole issue of new products vs. remanufactured products is also greatly affected by consumers' willingness to pay. According to Chen et al. (2019) consumers' willingness to pay for remanufactured products varies depending on age, education, occupation, consumer income and other individual preferences (interest in the environment, antiquarian preferences, trust in a particular brand). Another important parameter is also the perception of the product itself (risk of buying a remanufactured product, goodwill of the brand). Michaud and Llerena (2011) consider remanufactured products to be green products. However, consumers are not willing to pay more for a so-called green product than for a conventional product. If the seller informs the consumer that by purchasing a remanufactured product, the consumer can make a positive contribution to the environment, consumers' willingness to pay increases. Dai et al. (2020) addressed the differentiation of consumers' willingness to pay depending on the offering of remanufactured products. Consumers' willingness to pay varies depending on Corporate Social Responsibility. In setting the right price for remanufactured products, consumers' willingness to
pay is within reasonable limits and there is no surplus or shortage, which helps to sustain the development of the economy. The perceived value of remanufactured products to consumers is very important, as high consumers' willingness to pay can be detrimental to producers (Fang et al., 2019). The willingness to buy a remanufactured product is also given by the so-called "green image" of the company (Georgiandis, 2004).

Raz et al. (2017) used an analytical model and a behavioral study to determine the degree of cannibalization of demand between individual companies that offer remanufactured products and that do not. Remanufactured products create a surplus for consumers that offset the cost of environmental impact. According to Esenduran et al. (2016) legislation in the framework of forced end-of-life product buybacks may not be as environmentally beneficial as it may seem at first sight. Remanufacturing large quantities of products can thus be very burdensome for the environment. Chen et al. (2020) point out that legislation assesses a company's environmental performance on the basis of the amount of carbon emitted into the atmosphere. However, the amount of carbon emitted during the disposal process must also be taken into account when remanufacturing products. In relation to the environment, Cerda (2011) examined consumers' willingness to pay in the analysis of contributions to the rescue of an ecologically endangered area from its visitors. It can also be used to determine the economic value of this otherwise ecologically important area. According to Pimonenko et al. (2020), in line with the new trend, companies should transform their overconsumption into green consumption. With this marketing strategy, companies can also increase the value of their products and become more attractive to consumers and investors.

Based on observations from current practice, we developed two theoretical models in which the retailer actively engaged in remanufacturing operations. Therefore, our work contributes to the prior literature by allowing the retailer the flexibility to undertake the remanufacturing operations, which is consistent with earlier observations from current practice.

3. Model Notations and Assumptions

In this study, we considered two different supply chain models with two options for the OEM's remanufacturing outsourcing: (i) Model T (Figure 1(a)), where the OEM outsources the remanufacturing to the 3PR, and (ii) Model R (Figure 1(b)), where the OEM outsources the remanufacturing to the retailer. We discuss and layout our key assumptions below.

![Figure 1](source: Authors.)
Assumption 1. The unit cost of remanufacturing a used core ($c_r$) is lower than that of producing a new product ($c_n$) (i.e., $c_r < c_n$).

This assumption is quite common in the literature on remanufacturing (Yan et al., 2015; Zou et al., 2016, Savaskan et al., 2004). This assumption was supported by Giutini and Gaudette (2003), who confirmed that the costs of remanufacturing accounted for 40-65% of traditional manufacturing.

Assumption 2. Consumers are heterogeneous in their willingness to pay ($v$) for the new product, uniformly distributed in $[0, Q]$.

The assumption that the consumer’s willingness-to-pay for the new product is heterogeneous and uniformly distributed in $[0, Q]$ is widely-accepted in modeling the consumers’ heterogeneity (see Ferrer et al., 2010).

Assumption 3. The willingness to pay for each consumer is measured by the ratio of a remanufactured product to the new product is $\gamma$ ($0 \leq \gamma \leq 0$).

The vertical heterogeneous acceptance of new and remanufactured products in Assumption 3 is consistent because consumers’ willingness to pay for the remanufactured consumer product is 15.3% lower than that for the new product (Guide and Li, 2010). Based on the consumer utility functions in Assumptions 2 and 3, the demand functions for new and remanufactured products can be derived. We provide the detailed derivations of them in the Appendix A-I.

$$q_n = \frac{(1 - \gamma)Q - p_n + p_r}{\gamma(1 - \gamma)},$$

$$q_r = \frac{\gamma p_n - p_r}{\gamma(1 - \gamma)}.$$

This linear demand function is quite common in the remanufacturing literature (Savaskan et al., 2004), Ferguson and Toktay (2006)). It should be noted that the consumer value discount for the manufactured products reflects the potential for reducing problems between both products.

Assumption 4. In a steady-state period, the sequential-move games in both models are as follows: the OEM first announces the wholesale price/patent license fee ($w_n/f$), and the retailer third-party determines the optimal units of new or remanufactured products ($q_n$ or $q_r$).

A relicensing fee has been widely employed by the OEM when it outsources the remanufacturing to other third party establishments (Zou et al., 2016; Oraiopoulos et al., 2012). One can think of $f$ as the unit technical fees charged based on the OEM licenses for remanufacturing technology to others. Finally, like Yan et al. (2015) and Xiong et al. (2013), we assumed that all players had access to the same information. All related notations are presented in Table 1.
Table 1. Parameters and definitions related to this paper

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_n/f$</td>
<td>The unit wholesale price/patent license fee charged for a new and remanufactured product</td>
</tr>
<tr>
<td>$c_n/c_r$</td>
<td>The average unit cost of manufacturing new/remanufactured products</td>
</tr>
<tr>
<td>$p_n/p_r$</td>
<td>The unit retail price for a new/remanufactured product</td>
</tr>
<tr>
<td>$q_n/q_r$</td>
<td>The total sales of new/remanufactured products</td>
</tr>
<tr>
<td>$\pi_i$</td>
<td>Profits of the player $i$</td>
</tr>
</tbody>
</table>

*Source: Authors.*

4. Model Formulation and Solution

This section introduces our two models—Model T, in which remanufacturing is outsourced to a 3PR, and Model R, where the retailer undertakes the OEM's remanufacturing. In the following analysis, subscript $i \in \{m, r, 3p, t\}$ refers to the OEM, retailer, 3PR, and the total supply chain, respectively; superscript $j \in \{T, R\}$ denotes Model T and Model R, respectively.

In Model T, the remanufacturing is undertaken by the 3PR, but the OEM produces all new products. Thus, the OEM's problem is

$$
\max_{w_n, f} \pi^T_m(w_n, f, p_n^*, p_r^*) = (w_n - c_n)q_n + f q_r
$$

(2)

Given the wholesale prices $w_n$ and the patent license fees $f$ the retailer's and the 3PR's problem is

$$
\max_{p_n} \pi^T_r(w_n, f, p_n) = (p_n - w_n)q_n
$$

$$
\max_{p_r} \pi^T_{3p}(w_n, f, p_n, p_r) = (p_r - c_r - f)q_r
$$

(3)

The above interaction can be analyzed using backward induction: the retailer/remanufacturer maximizes its profit by choosing $p_n^{*T}p_r^{*T}$, but the OEM can choose $w_n^{*T}$ and $f^{*T}$ (Table 2). All technical details and proofs appear in the Appendix.

In Model R, the OEM's remanufacturing is outsourced to the retailer. As a result, in addition to selling new products, the retailer should determine the number of remanufactured products according to the OEM's relicensing fee. As a result, the OEM's and the retailer's profit can be written as

$$
\max_{w_n, f} \pi^R_m(w_n, f, p_n^*, p_r^*) = (w_n - c_n)q_n + f q_r
$$

$$
\max_{p_n, p_r} \pi^R_r(w_n, f, p_n, p_r) = (p_n - w_n)q_n + (p_r - c_r - f)q_r
$$

(4)

Solving the FOCs of the retailer's profits and then substituting them into the OEM's profit in the equation (4) provides the equilibrium outcomes in Model R (Table 2).
Table 2. Equilibrium decisions and profits

<table>
<thead>
<tr>
<th>Model</th>
<th>Equilibrium decisions and profits</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The Third-party engages in remanufacturing (Model T)</strong></td>
<td></td>
</tr>
<tr>
<td>$w^*_n$</td>
<td>$\frac{Q + c_n}{\sqrt{Q} - c_r}$</td>
</tr>
<tr>
<td>$f^*_n$</td>
<td>$\frac{c_n \gamma - 2c_n - 2Q\gamma + 2Q + c_r}{2\gamma^2 - 10\gamma + 6}$</td>
</tr>
<tr>
<td>$q^*_n$</td>
<td>$(Q + c_n + c_r)\gamma - Q\gamma^2 - 2c_r$</td>
</tr>
<tr>
<td>$q^*_r$</td>
<td>$\frac{2\gamma(\gamma^2 - 5\gamma + 4)}{6Q + 2c_n + c_r - 3Q\gamma}$</td>
</tr>
<tr>
<td>$p^*_n$</td>
<td>$\frac{2Q\gamma^2 + (4 - \gamma)Q - c_n\gamma}{2\gamma^2 - 2c_r - 5Q\gamma - c_n\gamma}$</td>
</tr>
<tr>
<td>$p^*_r$</td>
<td>$\frac{2c_r - c_r\gamma - 2c_n\gamma^2 - 2c_n c_r \gamma - Q^2 \gamma^2 - Q^2 \gamma^2 + 2Q^2 \gamma + 4c_n Q \gamma^2 - 4c_n Q \gamma + 2Q c_r \gamma^2 - 2Q c_r \gamma}{4\gamma(4 - \gamma)(1 - \gamma)}$</td>
</tr>
<tr>
<td>$\pi^*_m$</td>
<td>$\frac{4(4 - \gamma)^2(1 - \gamma)}{4\gamma(4 - \gamma)^2(1 - \gamma)}$</td>
</tr>
<tr>
<td>$\pi^*_r$</td>
<td>$\frac{(Q - 2c_n + c_r - 2Q\gamma + c_n\gamma)^2}{4(4 - \gamma)^2(1 - \gamma)}$</td>
</tr>
<tr>
<td>$\pi^*_3p$</td>
<td>$\frac{(Q\gamma - 2c_r + c_n\gamma + c_r\gamma - Q\gamma^2)^2}{4\gamma(4 - \gamma)^2(1 - \gamma)}$</td>
</tr>
</tbody>
</table>

| **The retailer engages in remanufacturing (Model R)** |                                                                                                      |
| $w^*_n$                | $\frac{Q + c_n}{\sqrt{Q} - c_r}$                                                                      |
| $f^*_n$                | $\frac{Q - Q\gamma - c_n + c_r}{4(1 - \gamma)}$                                                      |
| $q^*_n$                | $\frac{c_n\gamma - c_r - 2c_n\gamma}{3Q + c_n}$                                                     |
| $q^*_r$                | $\frac{c_r - 3Q\gamma}{4\gamma(1 - \gamma)}$                                                       |
| $p^*_n$                | $\frac{4c_r - Q\gamma^2}{4\gamma(1 - \gamma)}$                                                     |
| $p^*_r$                | $\frac{c_r + 3Q\gamma}{4\gamma(1 - \gamma)}$                                                       |
| $\pi^*_m$              | $\frac{2Q^2 - Q^2 \gamma^2 + 2c_r Q\gamma c_n - 2y Q c_n + y c_n^2 - 2y c_n c_r + c_r^2}{8\gamma(1 - \gamma)}$ |
| $\pi^*_r$              | $\frac{Q^2 \gamma - Q^2 \gamma^2 + 2Q c_r \gamma^2 - 2Q c_n \gamma + y c_n^2 + 2c_n \gamma c_r + c_r^2}{16\gamma(1 - \gamma)}$ |

Source: Authors.

To ensure accurate comparison of the interior point solutions for both models (i.e., $0 < q_r < q_n$, as seen in Yan et al. (2015) and Xiong et al. (2013), we derived the following assumption (see Lemma 1 and its proof in the Appendix).

Assumption 5. In both of our models, the cost of remanufacturing a core was not sufficiently small or large; that is, $\frac{y(Q\gamma^2 + 3c_n - Q\gamma c_n^2)}{2} < c_r < y c_n$. 
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5. Results - Analysis

This section addressed the question posed at the beginning of this paper: Retailer vs. third-party, who is the right remanufacturer for OEM's remanufacturing outsourcing? To do so, we analyzed the difference in equilibrium decisions between both models. Subsequently, we enriched our analysis to capture the difference in sustainability between both models based on economic and environmental outcomes.

5.1 Comparison of Optimal Outcomes

Based on the equilibrium outcomes of both models, we first derived some key insights into the difference in optimal decisions between the models, which is summarized in the following proposition:

Proposition 1. Compared to Model R, there was a larger quantity of both products in Model T; that is, \( q_{nT}^* > q_{nR}^* \) and \( q_{rT}^* > q_{rR}^* \).

In Model T, we mentioned earlier that the 3PR was an independent player whose total profits were derived from remanufacturing. As a result, the 3PR independently sought to maximize its profit by remanufacturing and cared nothing about the potential to reduce sales of new products by selling remanufactured products. However, in Model R, both new and remanufactured products were available from the retailer. As a result, the retailer should care greatly about the profits from remanufactured products and be concerned about the cannibalization of new product sales. As Proposition 1 showed, compared with Model R, the availability of remanufactured products in Model T increased, which resulted in significant cannibalization problems for new product sales and reduced the price of new products. Confronting such fierce competition from the remanufactured market, the retailer has to offer more new products under such a scenario to offset each new product's loss of price. That is, confronting a decrease in wholesale price, the retailer would provide higher sales volumes of remanufactured products to offset each new unit's loss.

5.2 Comparison of Profitability

In this section, we examined the OEMs' flexibility regarding how outsourcing affected all parties' profitability. That is, from the profit-maximizing angle, how did outsourcing remanufacturing operations to retailers create strategic issues that were different from those with 3PRS? Which was more profitable for the OEM, 3PR, retailer, and the total supply chain? To do so, we compared the profitability of the OEM, 3PR, retailer, and the total supply chain of Model T with those of Model R. We first turned our attention to the difference in OEM's profitability between both models.

Proposition 2. The OEM benefited more in Model T than in Model R; that is, \( \pi_{mT}^* > \pi_{mR}^* \).

The availability of remanufactured products in the market impacted the OEM's profits in two opposing ways. On the one hand, the more that remanufactured products were available in the market, the larger the OEM profits obtained due to the cost savings. On the other hand, as the number of remanufactured products increased, there was the potential to reduce new product sales as remanufactured products' sales intensified. Then, it led the OEM to derive less from new product sales. As a result, the underlying intuition behind Proposition 2 is as follows. If the OEM outsourced the remanufacturing operations to the 3PR, the first component dominated because the increasing availability of remanufactured products not only increased the profitability from remanufactured products, but it also made the competition between both downstream agents (i.e., the retailer and the 3PR) intensify, which mitigated the double marginalization problems in both distribution channels.

Note that, compared with Model R, the competition from the remanufactured products became fiercer in Model T. As such, Proposition 2 revealed that the OEM benefited from the entry of 3PRs, which was an argument supported by Mitra and Webster (2008), who demonstrated that competition from 3PRs usually generated higher
profits for the OEM. It should be noted that they focused on the scenario where an OEM made and sold a new product and a 3PR who competed with the OEM. In contrast, we assumed that the relationship between the OEM and the 3PR was a paradoxical phenomenon of co-opetition: on the one hand, they needed to work together in the remanufacturing market; on the other hand, they defended each other in two different (new and remanufactured products) markets.

We are now able to address how different outsourcing strategies for remanufacturing operations affected the retailer's profitability. Based on the outcomes in Table 2, we summarized our findings in the following proposition.

Proposition 3. Outsourcing the remanufacturing operations to the 3PR was always detrimental to the retailer; that is, $\pi^T_r < \pi^R_r$.

The underlying intuition behind Proposition 3 is as follows. In Model R, the remanufacturing operations were undertaken by the retailer. As a result, in this setting, its profits came from two sources: selling new products and providing remanufactured products. However, in Model T, the remanufacturing was undertaken by the 3PR. As a result, the latter revenue was transferred to the 3PR. Nevertheless, as shown in Proposition 1, the retailer's sales volume of new products was lower than that in Model T because it was a monopolist provider in Model R; in Model T, the retailer had to manage competition from the 3PR.

To analyze the effects of the OEM outsourcing the remanufacturing to different agents, it is of interest to compare the results in Propositions 2 and 3 with the results from Mitra and Webster (2008) where an OEM made a new product, and a 3PR competed with the OEM by remanufacturing used cores. There were two ways in which to make this comparison. The first was to compare the relationship between the OEM and the 3PR. From this perspective, we concluded that, although the competition from 3PRs was detrimental to new products' sales (see Proposition 1), such competition usually generated higher total profits for the OEM (see Proposition 2). From the OEM's perspective, outsourcing the remanufacturing in the Mitra and Webster model to the 3PR confirmed that remanufacturing from 3PRs led to an increase in both parties' profits.

Alternatively, we compared the relationship between the retailer and the 3PR to both firms' relationship in the Mitra and Webster model. From this perspective, we concluded that the competition from the 3PR was not only detrimental to the sales of new products (see Proposition 1), but it also generated lower profits for the retailer (see Proposition 3). From the retailer's perspective, outsourcing the remanufacturing in the Mitra and Webster model to the 3PR reversed that the remanufacturing from 3PRs led to an increase in both parties' profits. The reason for the reversal was analyzed in Proposition 3 and is not repeated here.

We provide the following proposition regarding the variations in total supply chain profits and how different outsourcing strategies for remanufacturing operations affected the total supply chain performance.

Proposition 4. Outsourcing the remanufacturing operations to the 3PR was always beneficial for the total supply chain; that is, $\pi^T_e > \pi^R_e$.

We proved in Proposition 4 that the total supply chain benefited more in Model T than in Model R. Compared with Model R, the increase in total supply chain profitability under the scenario of outsourcing remanufacturing operations to the 3PR was caused by the increase in competition between both downstream agents and the reduction in the double marginalization problems in both channels. Although outsourcing the remanufacturing to the third-party was detrimental to the retailer (see Proposition 3), this outsourcing strategy was beneficial for both
the OEM and the 3PR. Furthermore, both parties' benefits were large enough that it sufficiently compensated for the loss in the retailer's profitability.

5.3 Discussion and Comparison of Environmental Impacts

In this subsection, we address the last question posed at the beginning of the paper: From an environmental impact perspective, how do outsourcing remanufacturing operations to retailers create strategic issues different from those with 3PRS? Which is more beneficial for our environment?

According to ISO14040 (2006) and ISO14044 (2006), Life Cycle Assessment (LCA) is the "compilation and evaluation of the inputs, outputs and the potential environmental impacts of a product system throughout its life cycle." LCA is a quantitative method to calculate the environmental impact of a strategy by summing over all the life cycle phases from raw materials' procurement to end of life (White et al., 1999). LCA methodology can be used to evaluate the environmental performance of materials, products, and industries. A detailed literature review on LCA techniques in the remanufacturing industry is available (Suhariyanto et al., 2017; Atasu et al., 2013).

Consistent with previous work (Atasu et al., 2013; Liu et al., 2017), we measured the total environmental impacts per product by considering the four life cycle phases of production, use, remanufacturing, and disposal. Accordingly, we used $l_{m}$, $l_{u}$, $l_{r}$, and $l_{d}$ to represent the per-unit impact of production, use, remanufacturing, and disposal, respectively. It should be noted that the remanufacturing operations can extend the life cycle of the new products, which resulted in the total environmental impact of use by consumers as $e_{u} = i_{u}(q_{n} + q_{r})$. Also, because all products are disposed of in landfills after the usage without remanufacturing or after usage with remanufacturing, then the total environmental impacts of disposal should be $e_{d} = i_{d}q_{n}$. As a result, we obtained the total environmental impact as $e = i_{n}q_{n} + i_{u}(q_{n} + q_{r}) + i_{r}q_{r} + i_{d}q_{r}$.

Let $E^{T}$/$E^{R}$ represent the environmental impact under the strategy of outsourcing remanufacturing to the 3PR/retailer (Model T/R), respectively. Then, we summarized our main results on environmental outcomes in the following proposition.

Proposition 5. Outsourcing the remanufacturing to the retailer was a greener strategy than outsourcing it to the 3PR; that is, $E^{T} > E^{R}$.

Note that there are two components behind Proposition 5: On the one hand, there is a larger quantity of new products in Model T; that is, $q_{n}^{T} > q_{n}^{R}$ (see Proposition 1), which means that the environmental impact of the life cycle phases of production (of new products), use (of new products), and disposal (of end of life products) in Model T were larger than that in Model R. On the other hand, Proposition 1 further revealed that compared with Model R, there was a larger quantity of remanufactured products in Model T, which meant that the remanufacturing level in Model T was higher than that in Model R. Moreover, the environmental impact of the life cycle phases of use (of remanufactured products) and remanufacturing in Model T was higher than that in Model R.

Conclusions

In recent decades, environmentally-friendly solutions and green operations have emerged as a growing topic. One of the lasting effects of the movement is that remanufacturing is generally perceived as a profitable and environmentally-friendly, end-of-use management option for many products. Although outsourcing has been well studied in the remanufacturing literature (Zou et al., 2016, Abdulrahman et al., 2017, Zhu, 2016, Strakova et al., 2020), existing research focuses primarily on the outsourcing strategy between the OEM and the 3PRs. However, it ignores that the retailer has the flexibility to engage in remanufacturing. However, in recent years,
many brand name retailers have created business models in which product remanufacturing is an integral part. Moreover, the effects on sustainability or profits are different if the OEM outsources remanufacturing operations to its retailers but not to 3PRs. Resource sustainability and business development is key to the future and the businesses themselves (Strakova et al., 2021a). However, to achieve this goal is important synthesis models based on the business environment. This fact is strongly essential (Strakova et al., 2021b; Strakova et al., 2018).

To answer the initial question, we developed two models for the OEM’s remanufacturing outsourcing operations: (1) outsourcing remanufacturing to a 3PR (Model T) or (2) outsourcing the remanufacturing to its retailer (Model R). Several key findings related to these models are summarized as the following. (1) Compared with Model R, there was a higher quantity of both products in Model T. (2) Compared with Model R, outsourcing the remanufacturing operations to the 3PR was usually beneficial for the OEM and the entire supply chain but always detrimental to the retailer. (3) Compared with Model R, outsourcing the remanufacturing to the TPR was always detrimental to our environment than the strategy of outsourcing it to the retailer.

Based on the above results, we concluded that if the OEMs cared about economic performance, outsourcing the remanufacturing operations to the 3PR was a practical strategy. On the other hand, if they cared about environmental performance, outsourcing the retailer’s remanufacturing operations was a preferred strategy.

This research could be extended in the following directions. First, we assumed that the OEM was limited to a linear wholesale price. Although this is standard in the literature, it is also important to understand encroachment implications when an OEM uses a more complex pricing mechanism. Second, we assumed that the costs, emissions, and consumer preferences related to remanufacturing were the same for retailers and third parties so that future research can generalize the model to different costs and emissions for third parties and retailers. Consumers may exhibit different preferences over the remanufactured products provided by different remanufacturers. We hope this research will open other potentially interesting avenues of research. Finally, given our focus on sustainability issues, we removed other factors, which included the strategic choice of leasing and selling, which can potentially play an important role in remanufacturing with durables.

Appendix A

We get \( \frac{\theta(2\theta+3cn-2-\theta cn)}{6+1} < c < \theta cn \) by solving \( q_n^{C*} > q_r^{C*} > 0 \) and \( \frac{\theta^2 cn-\theta cn+2\theta^2-2cn-4\theta+2}{3\theta-5} < c < \theta cn \) by solving \( q_n^{N*} > q_r^{N*} > 0 \). Setting \( c_{r1} = \frac{\theta(2\theta+3cn-2-\theta cn)}{\theta+1} \) and \( c_{r2} = \frac{\theta^2 cn-\theta cn+2\theta^2-2cn-4\theta+2}{3\theta-5} \), we obtain \( c_{r2} < c_{r1} \) if \( 0 < \theta < 593/2705 \), and \( c_{r1} < c_{r2} \) if \( 593/2705 < \theta < 1 \).

Appendix B

Based on the Stackelberg game, the manufacturer, as a leader, first determined the optimal price \( w^* \) and \( p^*_{n} \) anticipated how the remanufacturer would respond after it has observed the OEM decisions. As a follower, the remanufacturer observed this and chose the optimal wholesale price as a response. The model was solved by backward induction.

In the first stage, for the given prices of the OEM, the remanufacturer solved the following problem:

\[ \pi_{n} = (p_{r} - w - c_{r})q_{r} = \frac{\theta}{\alpha_{n}} \left( p_{r} - w - c_{r} \right)q_{r} \]

The first derivative \( \frac{\partial \pi_{n}}{\partial p_{r}} = \frac{\theta}{\alpha_{n}} \left( p_{r} - w - c_{r} \right) \) and solving it yielded \( p_{r}^{N*}(w, p_{n}) = \frac{\theta}{\alpha_{n}} (w + c_{r}) \). Substituting \( p_{r}^{N*} \) into demand functions yielded \( q_{n}^{C*}(w, p_{n}) = \frac{\theta}{\alpha_{n}} \left( w + c_{r} \right) \) and \( q_{r}^{N*}(w, p_{n}) = \frac{\theta}{\alpha_{n}} \left( w + c_{r} \right) \). Substituting \( \pi_{n}^{C*} \) into OEM’s profit function yielded \( \pi_{n}^{C*} = \frac{\alpha_{n} \left( \theta - \alpha_{n} \right)}{\alpha_{n}^{2}} \left( p_{n} - c_{n} \right) \left( 1 - \frac{\alpha_{n} \left( \theta - \alpha_{n} \right)}{\alpha_{n} \left( \theta - \alpha_{n} \right)} \right) \). Then, we obtained \( \frac{\partial \pi_{n}}{\partial p_{n}} = \frac{\theta}{\alpha_{n}} \left( p_{n} - w - c_{n} \right) \) and
Jointly solving these two equations yielded \( p_n^c = (1 + c_n)/2 \) and \( w^* = (\theta - c_r)/2 \).

Appendix C

Based on the Stackelberg game, the OEM, as a leader, first determined the optimal price \( P_n \) in anticipating how the remanufacturer would respond after observing the OEM decisions. The remanufacturer, as a follower, observed this and chose the optimal wholesale price as a response. The model was solved by backward induction.

In the first stage, for the given prices of the OEM, the remanufacturer solved the following problem:

\[
\frac{\partial \pi_R}{\partial p_n} = \frac{\partial p_n - 2 p_n + c_r}{\theta(1 - \theta)}
\]

Solving this equation yielded \( p_n^{R*}(w, p_n) = \frac{\theta p_n + c_r}{2} \). Substituting \( p_n^{R*} \) into demand functions of Model N respectively yielded \( q_n^{N*}(p_n) = (2(1 - \theta) - (2 - \theta)p_n + c_r)/2(1 - \theta) \) and \( q_t^{N*}(p_n) = (\theta p_n - c_r)/(\theta(1 - \theta)) \). Substituting \( q_n^{N*} \) and \( q_t^{N*} \) into manufacturer's profit function yielded \( \pi_M = (p_n - c_n)(1 - \frac{2}{(1 - \theta)(1 - c_r)}) \). The partial derivative to \( p_n \) is \( \frac{\partial \pi_M}{\partial p_n} = \frac{2(2 - \theta)p_n - 2p_n + c_r}{2(1 - \theta)(1 - c_r)}, \) Solving it yielded \( p_n^{M*} = \frac{1 + 2c_r}{(1 - \theta)(1 - c_r)}. \) Substituting \( p_n^{M*} \) into the demand function yielded

Appendix D

Because \( p_n^N = \frac{1 + c_r}{1 - (1 - \theta)}, \) \( p_n^N = (2(1 - \theta) + (2 - \theta)c_n + c_r)/(\theta(2 - \theta)) \), then \( p_n^{C*} - p_n^{N*} = \frac{1 - c_r}{(1 - (1 - \theta))}. \) Because of \( c_r < \theta c_n \), \( c_n < 1 \), so \( c_r < \theta \). Thus, we obtained \( p_n^{C*} > p_n^{N*} \).

Appendix E

We obtained this proposition from \( \pi_n^{C*} - \pi_n^{N*} = \frac{1 - c_r}{(1 - (1 - \theta))} \), and it was obviously positive because \( 0 < \theta < 1 \), i.e. \( \pi_n^{C*} > \pi_n^{N*} \).

Appendix F

We obtained that the remanufacturer's optimal profit in Model C was \( \frac{\theta c_n - c_r^2}{16(1 - \theta)} \). the optimal profit of the remanufacturer in the competitive model was \( \frac{(2\theta - 2\theta^2 + 3\theta c_n + 2\theta c_r - c_n^2 - 4c_r)}{16(1 - (2 - \theta)^2)} \). Comparing the former with the latter, we found that \( \pi_n^{C*} - \pi_n^{N*} = c_r \theta^2 + \theta^2 - 2\theta^2 c_n - 3c_r \theta^2 - c_n c_r \theta^2 + 2c_r c_n \theta + \frac{2c_r^2 + 4\theta c_r - 3c_r}{(4(2 - \theta)^2)} \). Setting \( c_r = (\theta(\theta c_n - 2c_n + \theta - 1))/(2\theta - 3) \), we observed that if \( \max(c_r, c_{r*}) < c_r < c_{r*}, \pi_n^{C*} < \pi_n^{N*}, \) then \( c_r < c_r < \theta c_n, \pi_n^{C*} > \pi_n^{N*}, \)

Appendix G

We only analyzed the disposal impact of the per-unit product, and we defined it as \( e_n = i_n(q_n - q_r) \) because the clearance impact was removed by remanufacturing. Similarly, the clearance impact of a remanufactured product was \( e_r = i_r(q_r) \). Then, the disposal impact in Model C and Model N were

\[
E_C = i_n(q_n^{C*} - q_r^{C*}) + i_u q_r^{C*} = i_n q_n^{C*} + (i_n - i_u) q_r^{C*}
\]

and

\[
E_N = i_n(q_n^{N*} - q_r^{N*}) + i_u q_r^{N*} = i_n q_n^{N*} + (i_n - i_u) q_r^{N*},
\]

respectively.
We can get \( E^C - E^N = \frac{1}{2(\theta - c_T)(\theta - 2)} \). The \( c_r \) is smaller than \( \theta \) because \( c_r < \theta c_n \) and \( \theta \) is within [0,1]. So, it is easy to know \( E^C - E^N \) is always negative.

**Appendix H**

The optimal total profit in Model C was \( \pi^C_N = \pi^C_M + \pi^C_R \); the optimal total profit in Model N was \( \pi^N_N = \pi^N_M + \pi^N_R \). Substituting the optimal profit solutions of the manufacturer and the remanufacturer into these equations, we obtained\( \pi^C_N = \frac{\xi_n - 2\xi_m + 2\theta c_n + 2\theta^2 c_m}{2(\theta - 1)(\theta - 2)} \)
\( \pi^N_N = \frac{(4\theta^2 c_n - 2\theta c_n - 2\theta c_m - 3\theta c_r - 2\theta^2 c_n + \theta^2 c_m + \theta^2 c_r + \theta^2 c_m)}{16\theta(\theta - 1)(\theta - 2)} \)
\( \pi^N_N = \frac{\xi_n - 2\xi_m + 2\theta c_n + 2\theta^2 c_m}{2(\theta - 1)(\theta - 2)} \)

Comparing the former with the latter, we have\( \pi^C_N - \pi^N_N > 0 \) in \( \max(c_{r1}, c_{r2}) < c_r < \theta c_n \).

**Appendix I**

That is, \( \pi^N_R < \pi^N_M + \rho_1(\pi^C_M - \pi^N_M) \). Solving this equation after substituting the profits' equilibrium outcomes into this equation, we found that only when the paying ratio was not smaller than \( \phi_1 = \frac{2\theta c_n - 2\theta c_m + \theta^2 c_n - \theta^2 c_m + \theta^2 c_r + \theta^2 c_m}{(\theta - c_T)(\theta - 2)} \), the profits of the manufacturer and the remanufacturer in Model C were higher than those in Model N.
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Abstract. Correct setting of value drivers of agricultural companies plays an important role, as every company strives for maximizing its profit. The goal of the paper was to determine the dependence of profit on production factors and to identify important production factors. Variables verified as value drivers were land, material, personnel costs, and depreciation of fixed tangible and intangible assets. The selected method of data processing is multiple regression analysis. The data were represented using a normal probability plot of residuals and a distribution histogram. The results show that 51.44% of significant variables are material, personnel costs and depreciation of fixed tangible and intangible assets. The findings also imply that multiple regression analysis is a suitable statistical method. In conclusion, it can be stated that material, personnel costs, and depreciation of fixed tangible and intangible assets are important value drivers.
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1. Introduction

According to Wicki (2018), the global population is constantly growing, as is the demand for food. Agriculture thus plays a key role. An increase in agricultural production can be achieved mainly by the proper use of production factors. Production factors include land, labor, and capital. Agricultural land is a finite natural resource with a growing economic value (Takac et al., 2020). Soil fertility is paramount in determining the type of plant production (El-Ramady et al., 2019). Correct setting of production factors increases labor productivity and thus leads to capital return (Vochozka et al., 2021; Potapov 2020; Holmen, 2022). Technical development and sufficient human capital enable achieving higher profitability and improving the competitiveness of agricultural products (Vochozka et al., 2020, Anand, Husain & Prakash, 2022; Ganush & Tsetsiarynets, 2022).

Earnings are not determined by production factors only. According to Parolini (2022), agricultural production is also influenced by weather and climatic factors. Agricultural companies are thus at risk of being unprofitable under adverse climatic conditions (Priyanka et al., 2019; Gavurova et al. 2017a). There are soil erosion and
nutrient losses. Extreme weather is a result of climate changes caused by increasingly intensive human activity (Qiao et al., 2018). Climatic changes thus become a global problem (Nyangena, Kinyuru & Imathiu, 2021). Low yields of crops gradually lead to growing food prices (Lambert et al., 2021). By selecting the proper types of crops, agriculture can contribute to soil protection and mitigate climatic changes (Parolini, 2022).

Production inputs and their combination influence the result of agricultural production. The relationship between production inputs and the final product is determined by the production function (Simtione, 2020, Vochozka et al., 2020). Production function remains a current method in economy. Based on the results, it is possible to examine the economic growth (Bartoš et al., 2021, Cheng & Liu, 2021). Production function is an important tool for the analysis, evaluation and prediction of production processes (Kučera et al., 2021, Gadzhieva et al., 2019). The issue of production functions in general and in the industrial sector is also addressed by Straková et al. (2020, 2021).

Agricultural companies differ from each other in the volume of their production considering their size, different yields, technologies, or weather conditions (Gavurova et al. 2017b, 2020; Tkacova et al. 2017). Therefore, it is necessary to determine a suitable model for using the production function that would consider this heterogeneity and find the main determinants of agricultural production (Pechrová Simpachová & Simpach, 2019; Belas et al. 2020).

2. Literature review

As already mentioned, the correct setting of production factors may positively influence the earnings of agricultural companies. This issue has been addressed by several authors.

Vasyl’yeva (2021) used a modified Cobb-Douglas production function describing the effect of human capital on gross added value and gross output. The parameters of production function were determined and verified using correlation and regression analysis; equations of balance and construction of isoquants were used to predict the optimal combinations of production function factors (Kocisova et al. 2018). Chabatul et al. (2019) evaluated the effect of production factors on the revenues from agricultural product sales on the basis of regression analysis. The results were used for scheduling of production and selection of production factors.

Nasir, Ribij and Al-Wassity (2020) estimated the Cobb-Douglas production function using the regression method to determine the functional relationship between the volume of wheat production and the quantity of seed, fertilizers, pesticides, and the number of hours worked using human labor without any mechanization and using mechanization. The results suggest that mechanization significantly increases the return to scale. Muhajan et al. (2018) proposed a quantile regression model using the Cobb-Douglas production function for the analysis of data on the production of food grain with respect to net area sown, net cultivated area, and net irrigated area, consumption of fertilizers, pesticides, and electricity. They concluded that net sown and cultivated area plays an important role in increasing the production volume.

The study by Elita et al. (2019) analyses the relationship of the selected inputs in the form of the production area and the quantity of labor, seed, and fertilizers and the output in the form of rice and corn production using the Cobb-Douglas production function. The authors also compared the minimum costs, where the costs of rice growing were lower than the costs of corn growing, but corn profit was higher than rice profit. Shkuratov et al. (2020) used correlation and regression analysis to estimate the volume of gross agricultural production in relation to the area of agricultural land used. Kukushina & Okomina (2019) evaluated the impact of used production factors on the agricultural activity outputs on the basis of regression equation. As stated by Mengthen et al. (2018), capital is the most important factor in the agricultural sector, despite the high dependence of agriculture on land. This finding was achieved using time series regression analysis, whose results indicate that capital
contributes about 76.86% to the growth of agricultural economy, while the contribution of land, energy, water, and technological progress is lower. By using the Cobb-Douglas production function, Tiammee et al. (2019) found that the size of inputs (agricultural land, labor, and capital) influences the return to scale. Pechrová Simpachová & Simpach (2020) argue that production approximated by sales is directly dependent on the consumption of material, energy, fixed assets, the number of employees, and the acreage of agricultural land, which resulted from the results of the Cobb-Douglas production function.

According to Suseela & Chandrasekaran (2018), the use of technology increases the yield of agricultural crops and profit, as indicated by the results of the Cobb-Douglas production function. On the basis of Stochastic frontier production function fitted by Cobb-Douglas function, Ahmed et al. (2018) confirmed that maize production depends on the acreage, fertilizers used, and the quantity of seed. Pechrová Simpachová & Simpach (2019) used the Cobb-Douglas production function to analyze agricultural output in the form of sales depending on the consumption of material, capital, the number of employees, and acreage of agricultural land. They concluded that the consumption of material had the highest impact, while the effect of the number of employees and acreage of agricultural land was lower. Using the Cobb-Douglas function, Zhang, Chen and Li (2021) found that the yield of agricultural crops grows with the acreage of agricultural land.

Onofri et al. (2019) used the production function to estimate the marginal product of key production inputs (labor and land) and to determine the future performance of the agricultural sector with regard to climatic changes (Onofri et al., 2019). The basis for setting up effective production functions can be, for example, a strategic situational analysis, including an analysis of value streams or corporate production processes (Vochozka et al., 2016; Straková et al., 2018). In the current turbulent to chaotic corporate environment, one of the pro-growth production parameters is targeted investments in other production processes, especially in infrastructure (Straková et al., 2016; Bilan et al. 2017; Gavurova et al. 2019).

The goal of the paper is to determine the production function of production factors of companies operating in the agricultural sector of the CR.

Agricultural activities cannot be carried out without agricultural land. Land (A) is used for plant production – food and feed for animal production. Land is thus the basic production factor in this sector. Other production factors include labor (L), i.e. a human activity appraised with a wage. Another equally important production factor is capital (K), which can be divided into two categories by its nature – tangible (agricultural machinery, buildings, structures, livestock) and monetary.

The profitability of agricultural companies depends on the quantity of the production factors used. A larger area of agricultural land enables the production of a higher volume of agricultural products. The proper setting of production factors (the number of employees, use of agricultural technology) results in higher earnings and generation of profit. The relationship between value drivers and profit generators is expressed by the production function. Production function determines the relationship between the production factors – inputs (labor, land, capital) and outputs.

3. Data and methods

Based on the analysis of the main goal of the paper, two research questions were formulated:

RQ1: What are the value drivers in agricultural companies?
RQ2: What is the relationship of value drivers and profit generators in agricultural companies?
Within the first research question, value drivers of agricultural companies will be determined. Within the second research question, multiple regression analysis will be used to determine the relationship of these value drivers to the value of profit (earnings).

The data source will be the dataset Extrakt_VSCB_NACE_A_2022_Agriculture, which contains 42,641 rows. The data from the profit and loss account will be processed in Excel, Microsoft. From this dataset, only the columns Company identification number, Tax identification number, Name, Active, Land (p1220), Material (p1243), Earnings for current accounting period (+/-) (p1331), Personnel costs (p1518), Depreciation of fixed intangible assets and fixed tangible asset (p1525).

From these columns, only the rows that will contain the required values will be used. The data will be processed using the Statistica software by TIBCO Software Inc. This software will be used for determining the multiple regression analysis.

A given dataset is opened in the Statistica software, the selected list is imported into the table. Next, the option “1st row as the names of variables is selected, since the dataset contains names in the first row. In the basic menu, in the “Statistics” tab, multiple regression is selected. Furthermore, we will select variables, entering the dependent variable on the left side, which is Earnings for current accounting period (+/-) (p1331) in this case. On the right side, there will be a list of independent variables, i.e. Land (p1220), Material (p1243), Personnel Costs (p1518), Depreciation of fixed intangible assets and fixed tangible assets (p1525). Then we will continue with calculating the results of the regression; in the tab, we will select “adding to the log”. In the log, a table with given values will be created. The mathematical model of multiple regression expressed as a formula is as follows:

\[ y = ax_1 + bx_2 + cx_3 + dx_4 \]

where \( y \) is profit, \( x_1 \) land, \( x_2 \) material, \( x_3 \) personnel costs, \( x_4 \) depreciation.

Next, a simplified model of regression analysis without the independent variable Land (p1220) will be created. The process is the same but when choosing variables for multiple regression, Land (p1220) is not included in the list of independent variables. Other items will be the same as above. The process is then the same until the calculation of the regression results and the creation of a log with a table containing the necessary values.

For overall testing of the model (F test), the following hypotheses were formulated:

H0: the model as a whole is insignificant, and H1: the model as a whole is significant.

When testing the significance of the explanatory variable \( x_1 = \) Land, the formulated hypotheses are as follows:

H0: the explanatory variable “Land” is insignificant, and H1: the explanatory variable “Land” is significant.

For the variable \( x_2 = \) material, the following hypotheses were tested: H0: the explanatory variable “Material” is insignificant, and H2: the explanatory variable “Material” is significant.

For the variable \( x_3 = \) personnel costs, the hypotheses tested were as follows: H0: the explanatory variable “personnel costs” is insignificant, and H3: the explanatory variable “personnel costs” is statistically significant.
When testing the significance of the explanatory variable $x_4 = \text{depreciation}$, the following hypotheses were formulated:

H0: the explanatory variable “depreciation” is insignificant, and H4: the explanatory variable “depreciation” is significant.

3. Results

Value drivers
Based on the content analysis (research) of the available materials, the selected value drivers are:

$x_1$ land, $x_2$ material, $x_3$ personnel costs, and $x_4$ depreciation of fixed tangible and intangible assets. Earnings are marked as $y$.

Relationship of value drivers and profit generators of agricultural companies
The existence of these relationships was verified by multiple regression analysis. Table 1 suggests that the correlation coefficient $R$ indicating the intensity (tightness) of dependence equals 0.718. This indicates a stronger dependence of earnings on the acreage of land and at the same time, on material, personnel costs, and depreciation. The determination coefficient $R^2$ equals 0.515, the value of the modified determination coefficient (modified $R^2$), which is used for comparing models with a different number of variables (here, specifically, 4 explanatory variables) is 0.468. The model with the higher modified $R^2$ appears to be better. The column $b^*$ (sometimes also referred to as beta coefficient) is used to determine the relative strength of the impact of individual variables on the dependent variable. This way it is possible to determine which variables have the biggest and the smallest impact on the variance of the dependent variable. Since $x_1$ (land), $x_2$ (material), $x_3$ (personnel costs), and $x_4$ (depreciation) have different units, their impact on $y$ is difficult to compare but possible using $b^*$. Here, the highest absolute value of $b^*$ is recorded in the case of depreciation. This implies that depreciation has the biggest effect on revenues (earnings). As can be seen, the value of depreciation is -1.318, which means an inverse ratio – depreciation decreases with the growing revenues. The column Standard deviation of $b$ is a standard error of the estimate of the $b$ parameter. The column $t$ is the test criterion for the individual test of parameters, or test of significance of individual variables calculated as follows:

\[ t = \frac{b}{\text{st. error}} \]

This should be compared with the critical value of the Student’s t-distribution, but in this case, the comparison of $p$-value and $\alpha$-alpha was used. Column b is used for the compilation of the model’s equation. This means that the following expression of the model can be found in this column:

\[ y' = -494084.871367 - 0.015124x_1 + 1.335417x_2 + 1.003646x_3 - 1.468423x_4 \]

The value of $F$ is 10.889. This is the value of the test criterion, which can be compared with the critical value, that is, the quantile of $F$-distribution. However, in this case, the $p$-value and $\alpha$-alpha were compared.

Using the overall model test (F test), the following hypothesis was tested:

H0: the model as a whole is insignificant
Since $p < 0.05$ (alpha), H0 is rejected, which means that the model as a whole is statistically significant. To determine the quality of the model, determination coefficient $R^2$ was used, whose value is 0.515. The changes in
earnings are 51.51% explained by the change in land, and at the same time, the change in material, personnel costs, and depreciation.

Furthermore, a test of significance of individual explanatory variables (%: land, x: material, x: personnel costs, x: depreciation).

For land x, the following hypothesis was tested:
H0: the explanatory variable “land” is insignificant
H1: the explanatory variable “land” is significant
Since the p-value 0.811 >0.05, H0 is not rejected, which means that land is a statistically insignificant explanatory variable and the conclusion is that it needs to be removed from the model.

For material x, the following hypothesis was tested:
H0: the explanatory variable “material” is insignificant
H2: the explanatory variable “material” is statistically significant
Since the p-value 0.026 <0.05, H0 is rejected, which means that material is a statistically significant explanatory variable and needs to be included in the model.

For personnel costs x, the following hypothesis was tested:
H0: the explanatory variable “personnel costs” is insignificant
H3: the explanatory variable “personnel costs” is significant
Since the p-value 0.000 <0.05, H0 is rejected, which means that “personnel costs” is a significant variable and needs to be included in the model.

For depreciation x, the following hypothesis was tested:
H0: the explanatory variable “depreciation” is insignificant
H4: the explanatory variable “depreciation” is significant
Since the p-value 0.000 <0.05, H0 is rejected, which means that depreciation is a significant explanatory variable and needs to be included in the model (for more details, see Table 1).

Table 1. Regression Summary for dependent variable (Model 1)

<p>| Source: Authors |
|---|---|---|---|---|---|---|
| N= 46 |
| Regression Summary for dependent variable: Profit/(loss) for the current accounting period |
| R²=0.71 |
| R²=0.51510526, adjusted R²=0.4679845 |
| F(4,41)=10.889 p&lt;0.0000 |
| Standard error of estimate: 4630E3 |</p>
<table>
<thead>
<tr>
<th>b*</th>
<th>Standard error of b*</th>
<th>b</th>
<th>Standard error of b</th>
<th>t(41)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>intersection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.602272</td>
</tr>
<tr>
<td>land</td>
<td>-0.04265</td>
<td>0.177499</td>
<td>-0.015124</td>
<td>0.1</td>
<td>-0.24029</td>
</tr>
<tr>
<td>material</td>
<td>0.34572</td>
<td>0.149666</td>
<td>1.335417</td>
<td>0.6</td>
<td>2.30994</td>
</tr>
<tr>
<td>personnel costs</td>
<td>1.25404</td>
<td>0.205800</td>
<td>1.003646</td>
<td>0.2</td>
<td>6.09351</td>
</tr>
<tr>
<td>depreciation of tangible fixed assets and intangible fixed assets</td>
<td>-1.31798</td>
<td>0.219700</td>
<td>-1.468423</td>
<td>0.2</td>
<td>-5.99891</td>
</tr>
</tbody>
</table>
Figure 1 shows a normal probability plot of residuals, which is used to check whether the distribution of residuals is normal.

![Normal probability plot of the residuals](image1)

**Figure 1.** Normal probability plot of the residuals (Model 1)

*Source: Authors*

The points should be located as close to the red line as possible, which was achieved in this case.

Figure 2 shows the distribution histogram. The shape of the histogram should be similar to the Gaussian curve as much as possible (red curve = normal distribution).

![Normal distribution histogram](image2)

**Figure 2.** Normal distribution histogram (Model 1)

*Source: Authors*
Simplified model

It can be seen from Table 2 that the value of the correlation coefficient $R$ is 0.717. In this case, it again indicates a stronger dependence of earnings on material, and at the same time, on personnel costs and depreciation. The value of the R2 determination coefficient is 0.514, the value of the modified determination coefficient (modified R2) is 0.479. In this case, there are 3 explanatory variables. The model with a higher modified R2 appears to be better; now it can be seen that the simplification of the model was suitable, as this model shows a higher modified R2. In the $b^*$ column, it can be seen that the highest absolute value of beta is achieved in the case of depreciation, which means that depreciation has the biggest effect on revenues. It is a negative value (-1.326), that is, the inverse ratio, which means that the revenues (earnings) grow with decreasing depreciation. Column b shows the shape of the model:

$$y' = -452401.263612 + 1.268884x2 + 0.992108x3 - 1.477922x4$$

Using the overall model test (F test), the following hypothesis was tested:

$H_0$: the model as a whole is insignificant

Since $p<0.0 < 0.05$ (alpha), $H_0$ is rejected, which means that the model as a whole is statistically significant. To determine the quality of the model, the determination coefficient $R^2$ was used, whose value is 0.514. The changes in earnings are $51.44\%$ determined by the change in the material, and at the same time by the change in personnel costs and depreciation.

Furthermore, the tests of significance of individual explanatory variables ($x_2$: material, $x_3$: personnel costs, $x_4$: depreciation) were performed.

For material $x_2$, the following hypothesis was tested:

$H_0$: the explanatory variable “material” is insignificant

$H_1$: the explanatory variable “material” is significant

Since the p-value 0.015 <0.05, $H_0$ is rejected, which means that material is a significant explanatory variable and needs to be included in the model.

For personnel costs $x_3$, the following hypothesis was tested:

$H_0$: the explanatory variable “personnel costs” is insignificant

$H_2$: the explanatory variable “personnel costs” is significant

Since the p-value 0.000 <0.05, $H_0$ is rejected, which means that “personnel costs” is a significant variable and shall be included in the model.

For depreciation $x_4$, the following hypothesis was tested:

$H_0$: the explanatory variable “depreciation” is insignificant

$H_3$: the explanatory variable “depreciation” is significant

Since the p-value 0.000 <0.05, $H_0$ is rejected, which means that depreciation is a statistically significant explanatory variable and needs to be included in the model (see Table 2).
Table 2. Regression Summary for dependent variable (Model 2)

| Source: Authors |

<table>
<thead>
<tr>
<th>N= 46</th>
<th>b*</th>
<th>Standard error of b*</th>
<th>b</th>
<th>Standard error of b</th>
<th>t(41)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>intersection</td>
<td>-452401,2636</td>
<td>914190</td>
<td>-0,4948</td>
<td>0,62327</td>
<td></td>
<td></td>
</tr>
<tr>
<td>materials</td>
<td>0,3285</td>
<td>0,12990</td>
<td>1,26888</td>
<td>0,5</td>
<td>2,5288</td>
<td>0,01529</td>
</tr>
<tr>
<td>personnel costs</td>
<td>1,2396</td>
<td>0,19463</td>
<td>0,99210</td>
<td>0,2</td>
<td>6,3688</td>
<td>0,00000</td>
</tr>
<tr>
<td>depreciation of tangible fixed assets and intangible fixed assets</td>
<td>-1,3254</td>
<td>0,21437</td>
<td>-1,47792</td>
<td>0,2</td>
<td>-6,1878</td>
<td>0,00000</td>
</tr>
</tbody>
</table>

Figure 3 shows the normal probability plot of residuals. This graph serves to verify whether the residuals show normal distribution.

![Normal probability plot of the residuals](image)

**Figure 3. Normal probability plot of the residuals (Model 2)**

*Source: Authors*

The points should be located as close to the red line as possible, which is achieved in this case.

Figure 4 shows a distribution histogram. The shape of the histogram should be similar to the Gaussian curve (red curve = normal distribution).
Discussion – Evaluation, research questions

RQ1: What are the value drivers of agricultural companies?
Within the first research question, the selected value drivers of agricultural companies were land, material, personnel costs and depreciation of fixed tangible and intangible assets. These value drivers were verified on the basis of multiple regression analysis. It was concluded that land should be removed (for more details, see RQ2).

When using the Cobb-Douglas production function, Elita et al. (2019) selected the acreage of agricultural land, the quantity of work, seed and fertilizers as value drivers. They determined the relationship between these inputs and outputs in the form of rice and corn production. Shkuratov et al (2020) used correlation and regression analysis and selected the acreage of used agricultural land as a value driver, estimating the volume of gross agricultural output in relation to this value driver. Tiamme et al. (2019) selected agricultural land, labor, and capital as value drivers. They were used for the Cobb-Douglas production function, where the authors found that the size of these inputs influences the return to scale. Pechrová Simpachová and Simpach (2019) selected material, capital, number of employees and acreage of agricultural land as value drivers when using the Cobb-Douglas production function. The authors concluded that sales are directly dependent on these value drivers. According to Pechrová Simpachová & Simpacha (2020), value drivers include material, energy, fixed asset, the number of employees, and the acreage of agricultural land. Land and labor were selected as value drivers by Onofri et al. (2019).

RQ2: What is the relationship of value drivers and profit generators in agricultural companies?
When dealing with the second research question, value drivers (land, material, personnel costs and depreciation of fixed tangible and intangible asset) were compared and their relation to profit – earnings were analyzed using multiple regression analysis. In the first model, it was found that the changes in earnings are 51.51 % influenced by land, material, personnel costs and depreciation. However, further analysis showed that land is an insignificant variable and needs to be removed from the model due to the zero values of land of companies listed in Annex 5. In the second model, the land variable was not considered. It was concluded that the changes in earnings are 51.44 % determined by material, personnel costs and depreciation.
For comparison, it can be stated that Pechrová Simpachová & Simpach (2019) monitored the agricultural production in the form of sales in dependence on the consumption of material, capital, the number of employees, and the acreage of agricultural land. Instead of regression analysis, the authors used the Cobb-Douglas function and concluded that sales were most influenced by the consumption of material; the number of employees and the acreage of agricultural land had a smaller effect. Vasylyeva (2021) used a modified Cobb-Douglas production function describing how human capital acts on gross value added and gross production. The parameters of the production function were verified by means of correlation and regression analysis. The author concluded that by using higher labor potential and higher capital investments, it is possible to achieve better, yet unspecified agricultural outputs. Therefore, our data cannot be compared with the findings of this author.

Conclusions

The goal of the paper was to derive the production function of production factors of companies operating in the agricultural sector of the CR, to determine the value drivers and their relationship to the profit generators. The selected method was multiple regression analysis, while the determined variables were land, material, personnel costs, depreciation of fixed intangible and tangible asset, and earnings for the current accounting period.

The authors used multiple regression analysis to assess the relationship of the variables and profit. In the first model, it was concluded that earnings are 51.52 % determined by land, material, personnel costs and depreciation of fixed tangible and intangible assets. Since 17 companies out of 46 showed zero values of land, it was considered an insignificant variable and was removed from the model. In the simplified model, it was found that the changes in earnings are 51.44 % determined by material, personnel costs and depreciation. The results indicate that correct setting of production factors positively affects the profit of agricultural companies. In our case, material, personnel costs, and depreciation of fixed tangible and intangible assets contribute 51.44 % to the generation of profit.

Agricultural companies are thus recommended to focus their attention primarily on three out of the four production factors when striving for streamlining their activities. The main benefit of this study is the finding that land as such has probably the same value when held by any company. This can be explained by the fact that agricultural companies quite correctly choose suitable types of plans for all types of soil and soil quality. Therefore, this production factor practically does not play any role in a possible success or failure of an agricultural company. In contrast, the other three assessed production factors play an important role in corporate decision-making. Specifically, these are material, labor, and fixed assets. This is confirmed by the results of regression analysis. However, the truth is that simply increasing the volume of these production factors is not sufficient. What is essential is to maintain an effective ratio of these three production factors’ combination. This combination is determined by the parameters (weights) of the regression curve of the second model. Agricultural companies should thus continue to care for land but at the same time, they must be aware of the fact that success depends on the aforementioned combination of material, human labor, and fixed assets. This will allow agricultural companies to set the ratio of these production factors so that they could succeed in the market and generate profit, which will then be used to achieve the main goal of the company – the growth of the value for the owners.

The goal of the paper was thus achieved. However, potential limitations of the research shall be pointed out. The limitation is definitely the dataset. The research was conducted on a limited number of agricultural companies. Furthermore, it can be stated that the ratio of controlled production factors will be different for a micro-enterprise or a large enterprise. The question also is whether the research included all production factors decisively participating in profit generation. The research considered properly the countable value drivers; however, there is a question of whether unquantifiable value generators should have been considered as well. This of course suggests a possible future direction of the research. It is not necessary to examine the level of the influence but
just the existence and the nature of the value driver should be dealt with. This is naturally given by the fact that agriculture is a very specific sector. On the one hand, it is a strategic industry of each state and as such, it receives great support. On the other hand, it is highly dependent on exogenous factors, such as the weather.
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1. Introduction

The widespread use of social media enables easy access to user-generated information and can shape travel intentions. Their influential role in tourism and recreation marketing is thus widely recognized (Lim et al., 2020). Social media help build, produce or even shift the narratives of historic places and tourist destinations through visual and textual information as contextualized content promoted there (Pietrobruno, 2021). Social media and storytelling also contribute to the conservation of historic urban landscapes and attributed heritage values through the narratives shared (van der Hoeven, 2019). Their users, who are perceived as storytellers, may influence perception and buying behaviour of other people, and can co-create brands, including tourism destination brands (Lund, Cohen and Scarles, 2018). These storytellers significantly increase engagement of other social media users, destination brand image and visits intentions (Pachucki, Grohs and Scholl-Grissemann, 2021). On the other hand, social media users and their posts can as well harm and co-destruct destinations’ reputation (Lund, Scarles and Cohen, 2019). Good destination reputation affects visit intention (Su, Lian and Huang, 2020), and as there is a significant relationship between tourists’ prior knowledge and the reputation of the destination, effective marketing strategies focused on providing relevant information about the destination play a crucial role (Yamashita and Takata, 2020). Marketing strategies, especially in the current highly dynamic and competitive corporate environment, are an important part of corporate strategies (Strakóvá et al. 2018, 2021b; Shevyakova, Munsh and Arystan, 2019; Onete, Vargas and Chita, 2020; Gavurova et al. 2022). A trustworthy destination brand is built on the basis of culture involvement, destination brand identification, and good reputation (Molinillo, Japutra and Ekinci, 2022). Given that in the world of social media, online posts of both the destination management organisations and visitors can alter travel and visit intentions, social media can be considered a challenge, as well as a strategic tool for a destination brand building (Iglesias-Sánchez, Correia and Jambrino-Maldonado, 2019).

The goal of the paper is to evaluate the use of social networking sites Instagram, YouTube and Twitter by attractive European urban tourist destinations for marketing communication related to building reputation in tourism by means of their official profiles. Subsequently, such destinations will be identified whose profiles can be evaluated as best managed and administrated on the basis of their activity and user interaction on the above social networking sites.

To achieve the goal set, the following research questions are formulated:

**RQ1**: What is the activity of individual examined destinations on their official social media profiles (Instagram, YouTube, Twitter) focused on building a given city’s reputation as an interesting European tourist destination?

**RQ2**: Which of the European destinations examined report the highest annual average number of interactions of social network users per one post published on the official profile on Instagram, YouTube and Twitter?

2. Theoretical background

2.1 The use of social media for communication

The dynamic development of the Internet at the end of the 20th century and its gradual transformation into mass media brought modern, previously unknown forms of the communication to mankind. Many early social portals focused on connecting people with each other through virtual chat rooms. User profiles became a major feature of social networking in the late 1990s, allowing users to compile their own list of 'friends' and to search for other socially connected Internet users with the same or similar interests. However, the intention of today's users is no longer just to connect with each other and share personal information and opinions, as it was in the mid-1990s. Today, social networks are an effective tool for sharing media content - both news and journalistic (Rogers, 1986; Buhalis and O’Connor, 2015; Lindgren, 2017; Knoke and Yang, 2007; Aichner et al., 2021; Fakunle and Ajani, 2021).
As stated by Kemp (2022), in January 2022, the world population reached 7.91 billion, of which 4.95 billion (62.5%) are Internet users. The latest data from 2022 shows that there are more than 4.62 billion social media users. The three most popular social media platforms in the global ranking are WhatsApp, Instagram and Facebook. TikTok app saw the most dynamic increase, which made it the most downloaded mobile application in the world. Facebook is still one of the most widely used social media platforms in the world, with 2.91 billion users as of October 2021. Over the past year, Facebook's user base has grown by 6.2 percent (+170 million users) despite still being blocked in China. The fourth place at the global level is occupied by Instagram, which has seen one of the fastest growths of all platforms over the past year. The number of Instagram's users has grown by more than 6% (+85 million users) in the last 90 days alone, and the rate of growth continues to accelerate. Over the last year, YouTube has narrowed Facebook’s lead. The number of this platform’s users is growing almost twice as fast as Facebook. The total number of active users of YouTube is 2.56 billion people. YouTube's ads reach over 2.5 billion users. However, it is definitely worth mentioning that in the last 12 months, this number increased by 11.9 percent (+ 271 million users). Social media have contributed greatly to tourism awareness by providing easy access to information and recommendations from experienced travellers and the locals (Buckley et al., 2015). Each platform is slightly different, allowing for various features a user can enjoy and a company can use for its marketing communication. Facebook enables communication in several ways, including private and public messages, using walls, groups, events, posting photos, stories, videos (Pempek, Yemolayeva and Calvert, 2009; Menon, 2022). Similarly, WhatsApp provides a platform for communication, chatting, sharing ideas, and audio-visual content, only a telephone number is required (Jabbar et al., 2020; Kurniawan et al., 2019). Instagram allows for sharing audio-visual content, communication, with the focus on visuals (Guizzo, Canale and Fasoli, 2021). TikTok enables viewing, creating, and commenting on videos (Montag, Yang and Elhai, 2021), while YouTube is a platform focused on videos, providing also incidental learning and commenting (Lange, 2018), while Twitter is a platform enabling sharing short messages, so-called tweets, detects the trending topics globally or in a specific corner of the world (Umakanth and Santhi, 2020; Asgari-Chananglu, Nikzad-Khasmakhu and Minaee, 2020).

Among other things, social media has become a tool for selling and buying tourism services (Horvath et al. 2021). The growing need for people to socialize, interact and make new contacts has shifted to social media platforms such as Facebook, Twitter and YouTube, and there are other online platforms that have influenced decisions on tourism activities. Today, many consumers appreciate social media for the richness and diversity of the experience. Therefore, potential customers make a purchase decision just after interacting on social media and exchanging different opinions on blogs, forums and recommendation platforms such as TripAdvisor (Manoliu, 2014).

2.2 Social media in context of destinations and their management

In a sequential choice experiment, respondents were asked to choose a preferred European city destination for their next vacation from a given set before and after they were provided some information about the destination image by a social network member. It was found that destination image based on social media extends knowledge and influences the choice behaviour. When tourists do not have a prior destination image, the effect is even stronger (Pan, Rasouli and Timmermans, 2021; Gavurova et al. 2020; Gavurova et al. 2021a,b). Using methods triangulation including a qualitative content analysis of social media posts, it was found that social media can help sharing the narratives and values of a given city, thus changing the common perception of it (van der Hoeven, 2019). Another qualitative content analysis of tweets on Twitter revealed that the destination management organizations (DMOs) and influencers play an important role in the identity formation process. As there is a relationship between tourism products associated with the nature, culture, weather etc. and the destination image, DMOs can project the destination image with fewer resources used for the communication of popular products while managing the potential of specific local aspects and brands (Garay, 2019; Vasanicova et al. 2021a,b).
Based on the sociological concepts of storytelling, performance, performativity as well as mobility, destination brand stories can circulate among users of social media and increase their engagement. DMOs need to be active in both the online and offline world, maintain interaction, cooperate with users, and co-create the stories with them (Lund, Cohen and Scarles, 2018). As stated by Diniati et al. (2022), some destinations cooperate with influencers who emphasise the digital content to attract the attention, build brand awareness and attract interest of potential tourists, as well as to modify their behaviour by providing information as found through the method triangulation, such as in-depth interviews, non-participant observation and reviewing documents including Social Blade statistics and Instagram content of a glamping site in Indonesia during the Covid-19 pandemic. The content themes highlighted mainly activities and views, health, infographics, giveaways, or product-related content. Peralta (2019) used a narrative analysis to evaluate the potential and effectiveness of travel blogs and vlogs shared on Facebook for promoting destinations and their image. The results of this analysis applied in the Philippines show that the perception of destination can be changed by a projected destination image (Peralta, 2019).

A link between online reputation of the top 5 tourism destinations, namely Spain, France, Germany, United Kingdom and USA and their competitiveness was studied by Iglesias-Sánchez, Correira and Jambrino-Maldonado (2019) through the implementation of two social media analytic tools – Social Mention and Mention. The analysis included sources, online presence, sentiment, engagement, topics and influence of the destinations based on their Facebook and Twitter profiles. Finally, a combination of quantitative methods was proposed (Iglesias-Sánchez, Correira and Jambrino-Maldonado, 2019). Another analytical tool, Netvizz, was used to collect data on the content published on Facebook to examine three destinations: Hong Kong, Japan and South Korea. Text mining and thematic coding analysis for the content analysis and also statistical methods were used to examine the effects of photo posts. Notably, each destination has its own marketing strategy with different image content, where the interactions between destination and image themes were found statistically significant. The themes were divided into 11 categories including e.g., modern architecture/object, historical architecture/object, town/landscape, nature/landscape, festival/habits/entertainment, food/restaurant (Song, Park and Park, 2021). A sentiment analysis based on reviews on TripAdvisor for the city of Marrakech was conducted to explore the fundamental topics and sentimental polarity of the destination regarding its negative online reputation. The most negative aspect identified was the citizen´s behaviour followed by shopping experience. The knowledge of the main reasons for a bad reputation is necessary in order to remedy it and reduce tourists´ dissatisfaction (Ali et al., 2021).

3. Data and methods

For the purpose of selecting popular tourist urban destinations in Europe the paper is focused on, we used the methodology of determining the most attractive European destination for the year 2020 according to the number of bed nights. The results released on the portal Statista (2022) include a total of 13 European tourist destinations with the highest number of bed nights for the year 2020 (foreign and domestic tourists). The results for individual destinations, which are further processed within this research, are presented in Table 1.
Table 1. Leading European urban tourist destinations in 2020 according to the number of bed nights

<table>
<thead>
<tr>
<th>Name of tourist destination</th>
<th>Number of bed nights (in millions)</th>
<th>Percentage share</th>
</tr>
</thead>
<tbody>
<tr>
<td>London</td>
<td>20.77</td>
<td>18.56</td>
</tr>
<tr>
<td>Paris</td>
<td>14.13</td>
<td>12.63</td>
</tr>
<tr>
<td>Berlin</td>
<td>12.28</td>
<td>10.97</td>
</tr>
<tr>
<td>Istanbul</td>
<td>9.89</td>
<td>8.84</td>
</tr>
<tr>
<td>Munich</td>
<td>7.03</td>
<td>6.28</td>
</tr>
<tr>
<td>Stockholm</td>
<td>6.9</td>
<td>6.17</td>
</tr>
<tr>
<td>Hamburg</td>
<td>6.88</td>
<td>6.15</td>
</tr>
<tr>
<td>Amsterdam</td>
<td>5.8</td>
<td>5.18</td>
</tr>
<tr>
<td>Rome</td>
<td>5.35</td>
<td>4.78</td>
</tr>
<tr>
<td>Madrid</td>
<td>5.05</td>
<td>4.51</td>
</tr>
<tr>
<td>Vienna</td>
<td>4.93</td>
<td>4.40</td>
</tr>
<tr>
<td>Prague</td>
<td>4.9</td>
<td>4.38</td>
</tr>
<tr>
<td>Frankfurt</td>
<td>4.09</td>
<td>3.65</td>
</tr>
<tr>
<td>Barcelona</td>
<td>3.92</td>
<td>3.50</td>
</tr>
<tr>
<td>Total nights</td>
<td>111.92</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Source: Statista (2022)

In the next step, official and active accounts on social media were carefully searched for all 13 European destinations analysed. Social media selected for the analysis include Instagram, YouTube and Twitter. This set of social media combines graphical content, video and textual content, a large number of active users, and are also among the currently popular online marketing communication tools in the tourism sector, which is the reason why they were chosen for the analysis. The names of individual analysed destinations’ official profiles on social media are presented in the Results chapter. For all accounts on individual social media, the year when the first post was published was sought.

Next, the following data were collected for individual accounts using the online tool Social Blade (2022):
1. Instagram: Number of uploaded media/Number of Likes/Number of Comments/Number of Followers
2. YouTube: Number of uploaded videos/Total views of uploaded videos/Number of Subscribers
3. Twitter: Number of tweets/Number of Followers

The date to which the above data were collected was 7 April 2022. The data obtained were then tabulated. The initial order of destinations in individual tables is based on Table 1, i.e. the ranking of destinations according to the number of bed nights. The presented values concerning the activity on social media (see Table 2-4) are as of the aforementioned date (7 April).

To determine the effectiveness of published posts (images, videos, textual posts) for individual examined destinations, the index of Social Media Effectiveness (SME) was created. In addition to the number of published posts, the index also considers the period for which the individual destination profiles active on the examined social media (i.e. from their creation to 2022). The results of the index thus indicate the average level of effectiveness of individual profiles of analysed destinations for one year according to the substituted variable. After substituting relevant values (number of likes, views, followers, or subscribers), the result of the index shows the average annual increase in a given variable per 1 published post, e.g. the number of new subscribers, likes, or views (see Table 5).
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Social Media Effectiveness \[ \frac{\text{variable}_{\text{destination}}}{\text{total posts (current year–year of account creation)}} \] (1)

Legend:
Social media: Instagram, YouTube, Twitter
Variable: sum of likes, sum of views, sum of followers

The above process is shown in the example of London and its Instagram profile:

\[ \text{Instagram Effectiveness}_{\text{likes}_{\text{London}}} = \frac{\text{sum of likes}}{\text{total Instagram posts (2022–year of account creation)}} \] (2)

Aggregate online activities of individual destinations on analysed social networks were evaluated using the ranking method, specifically the multicriteria ranking method. For each social media, the ranking of destinations was determined according to several variables on the basis of calculated SME values (Table 5). For Instagram, it is an average annual number of likes and new followers per 1 post, for YouTube, an average annual number of views and new subscribers per 1 post, and for Twitter, an average annual number of new followers per 1 post. The order of the 13 destinations was then determined for all 5 variables. The final ranking of the analysed destinations within their aggregate activities on all monitored social networks was determined on the basis of the average value of all rankings of each destination (see Table 6).

4. Results

4.1 Instagram

The growing popularity of graphic and video content on Instagram (launched in 2010) was an incentive for some of the analysed European destinations to create official profiles in 2012. The first posts to entice potential visitors by means of their official Instagram profiles were published by Paris, Vienna and Stockholm, followed e.g. by London and Berlin in the next year. However, there are also destinations that started to use this social network relatively late compared to other destinations, e.g. Prague, Amsterdam, Istanbul, or Munich (see Table 2).

About half of the official profiles use also the word “visit” together with the name of the given destination. This is supposed to clearly indicate what kind of content Instagram users will find there. From its launching until April 2022, most posts were published on the profiles “Visit Stockholm” and “I amsterdam” (Amsterdam). These profiles thus show some of the most aggregate values of “likes”, which exceeds 21 million in the case of Stockholm. However, the first position in terms of the highest number of “likes” and “followers” is occupied by the profile “Visit London”. Although this profile was the one with the highest number of posts, nearly 3.5 k photos or videos have got more than 31 million likes since 2013. This profile, as the only one of the analysed accounts, has more than 1 million followers. For the Instagram account of Istanbul, the data are available until the end of February 2022, after that, the account was removed for unknown reasons, although on the official tourist website of Istanbul, there is a link to this already not existing profile. Istanbul further communicates its graphic content primarily through Twitter.
Table 2. Official Instagram profiles of destinations and their activity

<table>
<thead>
<tr>
<th>Destination</th>
<th>Account created</th>
<th>Media uploads</th>
<th>Likes</th>
<th>Comments</th>
<th>Followers</th>
<th>IG account name</th>
</tr>
</thead>
<tbody>
<tr>
<td>London</td>
<td>2013</td>
<td>3 325</td>
<td>31 504 375</td>
<td>206 150</td>
<td>1 092 974</td>
<td>Visit London</td>
</tr>
<tr>
<td>Paris</td>
<td>2012</td>
<td>3 315</td>
<td>19 243 575</td>
<td>116 025</td>
<td>662 485</td>
<td>Paris Je t’aime</td>
</tr>
<tr>
<td>Berlin</td>
<td>2013</td>
<td>2 103</td>
<td>7 966 164</td>
<td>77 811</td>
<td>302 592</td>
<td>Visit Berlin</td>
</tr>
<tr>
<td>Istanbul*</td>
<td>2018</td>
<td>1189</td>
<td>621 847</td>
<td>7 134</td>
<td>7 374</td>
<td>Visit Istanbul*</td>
</tr>
<tr>
<td>Munich</td>
<td>2018</td>
<td>1079</td>
<td>665 293</td>
<td>8427</td>
<td>36 783</td>
<td>Simply Munich</td>
</tr>
<tr>
<td>Stockholm</td>
<td>2012</td>
<td>4 457</td>
<td>21 010 298</td>
<td>218 393</td>
<td>292 475</td>
<td>Visit Stockholm</td>
</tr>
<tr>
<td>Hamburg</td>
<td>2013</td>
<td>1 954</td>
<td>1 905 150</td>
<td>15 632</td>
<td>59 467</td>
<td>Hamburg ahoi</td>
</tr>
<tr>
<td>Amsterdam</td>
<td>2016</td>
<td>4 120</td>
<td>15 392 320</td>
<td>144 200</td>
<td>278 665</td>
<td>I amsterdam</td>
</tr>
<tr>
<td>Rome</td>
<td>2014</td>
<td>3 782</td>
<td>2 344 840</td>
<td>18 910</td>
<td>70 388</td>
<td>Turismo Roma</td>
</tr>
<tr>
<td>Madrid</td>
<td>2012</td>
<td>1 603</td>
<td>4 570 153</td>
<td>33 663</td>
<td>143 044</td>
<td>Visita Madrid</td>
</tr>
<tr>
<td>Wien</td>
<td>2012</td>
<td>3 252</td>
<td>16 230 732</td>
<td>334 956</td>
<td>310 767</td>
<td>Vienna Tourist Board</td>
</tr>
<tr>
<td>Prague</td>
<td>2016</td>
<td>422</td>
<td>734 280</td>
<td>5 486</td>
<td>64 212</td>
<td>City of Prague</td>
</tr>
<tr>
<td>Frankfurt</td>
<td>2015</td>
<td>1 304</td>
<td>1 942 960</td>
<td>15 648</td>
<td>45 336</td>
<td>Visit Frankfurt</td>
</tr>
<tr>
<td>Barcelona</td>
<td>2014</td>
<td>2 272</td>
<td>12 461 920</td>
<td>131 776</td>
<td>407 283</td>
<td>Visit Barcelona</td>
</tr>
</tbody>
</table>

* the official profile Visit Istanbul was removed from Instagram at the turn of February - March 2022

Source: Social Blade (2022)

4.2 YouTube

The general increase in the video content published on YouTube was closely related mainly to its takeover by Google at the end of 2006. In the first period, YouTube accounts of Berlin and Stockholm were created (2005, or 2006). Other popular European destinations started to create their profiles mainly in the years 2007 – 2010. The highest number of videos published on YouTube was recorded in the case of Madrid, which has shared more than 750 videos with the users of this platform since 2008. However, the highest effectiveness to the overall number of views was recorded in the case of Vienna’s account. Almost three hundred videos have had nearly 48 million views and more than 35 k subscribers since 2007 (see Table 3).

Rather little attention is paid to YouTube as a communication channel for building a reputation of an attractive tourist destination by the destination management of Istanbul, Prague and Frankfurt. The profile of Istanbul was created in 2018; and there is not much content and both the number of views and subscribers is very low. In the case of Prague, almost 160 published videos have only 459 k views, which is highly below-average value compared to the accounts of other destinations. Frankfurt, along with Istanbul, has the lowest number of subscribers to the published videos.
Table 3. Official YouTube profiles of destinations and their activity

<table>
<thead>
<tr>
<th>Destination</th>
<th>Account created</th>
<th>Total uploads</th>
<th>Total views</th>
<th>Subscribers</th>
<th>YouTube account name</th>
</tr>
</thead>
<tbody>
<tr>
<td>London</td>
<td>2010</td>
<td>186</td>
<td>14,792,643</td>
<td>31,100</td>
<td>Visit London Official</td>
</tr>
<tr>
<td>Paris</td>
<td>2011</td>
<td>156</td>
<td>2,343,619</td>
<td>5,950</td>
<td>Paris je t'aime</td>
</tr>
<tr>
<td>Berlin</td>
<td>2005</td>
<td>68</td>
<td>1,535,183</td>
<td>4,640</td>
<td>Berlin</td>
</tr>
<tr>
<td>Istanbul</td>
<td>2018</td>
<td>14</td>
<td>220,610</td>
<td>116</td>
<td>Visit Istanbul</td>
</tr>
<tr>
<td>Munich</td>
<td>2018</td>
<td>130</td>
<td>1,619,290</td>
<td>N/A</td>
<td>Simply Munich</td>
</tr>
<tr>
<td>Stockholm</td>
<td>2006</td>
<td>118</td>
<td>7,069,585</td>
<td>2,870</td>
<td>Stockholm</td>
</tr>
<tr>
<td>Hamburg</td>
<td>2010</td>
<td>175</td>
<td>2,312,176</td>
<td>1,230</td>
<td>Hamburg ahoi - travel</td>
</tr>
<tr>
<td>Amsterdam</td>
<td>2010</td>
<td>435</td>
<td>3,654,837</td>
<td>5,290</td>
<td>I amsterdam</td>
</tr>
<tr>
<td>Rome</td>
<td>2008</td>
<td>156</td>
<td>459,003</td>
<td>1,420</td>
<td>Turismo Roma</td>
</tr>
<tr>
<td>Madrid</td>
<td>2008</td>
<td>754</td>
<td>8,182,039</td>
<td>12,500</td>
<td>Visit Madrid</td>
</tr>
<tr>
<td>Wien</td>
<td>2007</td>
<td>269</td>
<td>47,539,326</td>
<td>35,300</td>
<td>Vienna</td>
</tr>
<tr>
<td>Prague</td>
<td>2014</td>
<td>78</td>
<td>16,090,690</td>
<td>6,880</td>
<td>Prague City Tourism</td>
</tr>
<tr>
<td>Frankfurt</td>
<td>2009</td>
<td>82</td>
<td>638,892</td>
<td>877</td>
<td>Visit Frankfurt</td>
</tr>
<tr>
<td>Barcelona</td>
<td>2013</td>
<td>285</td>
<td>6,356,477</td>
<td>2,030</td>
<td>Visit Barcelona Official</td>
</tr>
</tbody>
</table>

Source: Social Blade (2022)

4.3 Twitter

Twitter was launched in 2006 primarily as a platform for sending short text messages. With its growing popularity mainly in the USA, this communication platform further developed and other features started to be added, including the possibility to use more characters in the published posts and easier sharing of links and multimedia content. These changes increase the use of Twitter in marketing communication of important European tourist destinations. From the analysed destinations, the first official tourist profiles were created for London, Amsterdam and Berlin. Other destinations appeared on Twitter mainly in the years 2010-2011.

The highest activity is recorded on the profiles of London and Paris. Both profiles also have a high number of followers, which is almost 700 k Twitter users in the case of London. In contrast, the profiles of Frankfurt or Hamburg show below-average activity in terms of the posts published and the related number of followers. The official profile of Munich, “Simply Munich”, was created in 2016; however, not a single post has been published there since then (see Table 4).

When comparing the content published by the destinations on Instagram and Twitter, it can be stated that in most cases, the same multimedia content appears on both social networks. However, Twitter posts put more emphasis on the textual part of the post, including the possibility to insert various hypertexts thematically related to a given post.
Table 4. Official Twitter profiles of destinations and their activity

<table>
<thead>
<tr>
<th>Destination</th>
<th>Account created</th>
<th>Total tweets</th>
<th>Followers</th>
<th>Twitter account name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paris</td>
<td>2011</td>
<td>27,262</td>
<td>358,252</td>
<td>Paris je t’aime</td>
</tr>
<tr>
<td>Berlin</td>
<td>2009</td>
<td>21,307</td>
<td>91,020</td>
<td>Visit Berlin</td>
</tr>
<tr>
<td>Istanbul</td>
<td>2013</td>
<td>2,553</td>
<td>7,637</td>
<td>Visit Istanbul</td>
</tr>
<tr>
<td>Munich</td>
<td>2016</td>
<td>0</td>
<td>18</td>
<td>Simply Munich</td>
</tr>
<tr>
<td>Stockholm</td>
<td>2011</td>
<td>7,479</td>
<td>36,880</td>
<td>Visit Stockholm</td>
</tr>
<tr>
<td>Hamburg</td>
<td>2013</td>
<td>2,120</td>
<td>4,459</td>
<td>Hamburg ahoi</td>
</tr>
<tr>
<td>Amsterdam</td>
<td>2009</td>
<td>13,994</td>
<td>391,153</td>
<td>I amsterdam</td>
</tr>
<tr>
<td>Rome</td>
<td>2012</td>
<td>15,796</td>
<td>109,711</td>
<td>Turismo Roma</td>
</tr>
<tr>
<td>Madrid</td>
<td>2011</td>
<td>18,638</td>
<td>80,109</td>
<td>Visit Madrid</td>
</tr>
<tr>
<td>Vienna</td>
<td>2010</td>
<td>8,828</td>
<td>10,135</td>
<td>WienTourismus #CelebrateVienna</td>
</tr>
<tr>
<td>Prague</td>
<td>2010</td>
<td>4,118</td>
<td>18,542</td>
<td>City of Prague</td>
</tr>
<tr>
<td>Frankfurt</td>
<td>2010</td>
<td>441</td>
<td>2,577</td>
<td>Visit Frankfurt</td>
</tr>
<tr>
<td>Barcelona</td>
<td>2010</td>
<td>13,717</td>
<td>21,653</td>
<td>Visit Barcelona</td>
</tr>
</tbody>
</table>

Source: Social Blade (2022)

4.4 Effectiveness of marketing communication of destinations on social networks

Table 5 shows the evaluation of effectiveness of individual analyzed destinations’ profiles in the form of average values for a specific selected variable for one year on the basis of the calculated SME index. In addition to the number of published posts, likes, views of video content, and followers, also the period was considered for which the individual destination profiles are active (i.e. from their creation until the year 2022, when their profile was analyzed).

Table 5. Effectiveness of content published by destinations in terms of user interaction

<table>
<thead>
<tr>
<th>Destination</th>
<th>Instagram</th>
<th>YouTube</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg. likes/1 post</td>
<td>avg. new followers/1 post</td>
<td>avg. new views/1 video</td>
</tr>
<tr>
<td>SME - PER 1 YEAR</td>
<td>SME - PER 1 YEAR</td>
<td>SME - PER 1 YEAR</td>
<td></td>
</tr>
<tr>
<td>London</td>
<td>1053</td>
<td>37</td>
<td>6628</td>
</tr>
<tr>
<td>Paris</td>
<td>581</td>
<td>20</td>
<td>1366</td>
</tr>
<tr>
<td>Berlin</td>
<td>421</td>
<td>16</td>
<td>1328</td>
</tr>
<tr>
<td>Istanbul</td>
<td>131</td>
<td>2</td>
<td>3939</td>
</tr>
<tr>
<td>Munich</td>
<td>159</td>
<td>9</td>
<td>3114</td>
</tr>
<tr>
<td>Stockholm</td>
<td>471</td>
<td>7</td>
<td>3744</td>
</tr>
<tr>
<td>Hamburg</td>
<td>108</td>
<td>3</td>
<td>1101</td>
</tr>
<tr>
<td>Amsterdam</td>
<td>623</td>
<td>11</td>
<td>700</td>
</tr>
<tr>
<td>Rome</td>
<td>78</td>
<td>2</td>
<td>210</td>
</tr>
<tr>
<td>Madrid</td>
<td>285</td>
<td>9</td>
<td>775</td>
</tr>
<tr>
<td>Vienna</td>
<td>499</td>
<td>10</td>
<td>11782</td>
</tr>
<tr>
<td>Prague</td>
<td>290</td>
<td>25</td>
<td>25786</td>
</tr>
<tr>
<td>Frankfurt</td>
<td>213</td>
<td>5</td>
<td>599</td>
</tr>
<tr>
<td>Barcelona</td>
<td>686</td>
<td>22</td>
<td>2478</td>
</tr>
</tbody>
</table>

Source: Own processing
As for Instagram, the highest level of effectiveness was detected for the “Visit London” profile. The annual average numbers per one published post are 1,053 likes and 37 new followers. High values in terms of the annual average number of likes were recorded for the profiles of Barcelona, Amsterdam and Paris; the lowest recorded values were in the case of Rome and Hamburg. Although even on YouTube, London as the most visited destination in 2020, shows above-average values for the published videos in terms of the number of views and new followers, the highest values were recorded in the case of Prague and Vienna. On an annual average, each video published on the profile “City of Prague” gets about 26 k views and 11 new subscribers. Although compared to the currently most popular videos and their millions of views, this is rather a negligible number, in the comparison with the values of other analysed destinations, these are very below-average values. For example, the average values of destinations such as Rome, Madrid, or Paris do not exceed 1,400 views per one video post published on the given profiles. The graphical comparison of values concerning the average values of likes per Instagram post and views of a video on YouTube for all destinations is presented in Figure 1 below.

![Graphical comparison of interaction on content published by official destination profiles](image)

**Figure 1.** Graphical comparison of interaction on content published by official destination profiles

*Source: Own processing*

Given that for posts published on Twitter, it was not possible to obtain relevant data on the number of likes, only one indicator was calculated, namely the average annual number of new followers per one published post. Compared to Instagram, the values are significantly lower. Amsterdam, Munich, and Paris manage to gain 1 – 2 new followers per post. The values for other destinations are negligible.

### 4.5 Destinations ranking in terms of effectiveness when building reputation on social networks

The ranking of all analysed destinations in terms of all examined factors related to building their reputation in the online environment of Instagram, YouTube, and Twitter is clearly specified in Table 6 on the basis of values presented in Table 5. In Table 6, the individual destinations are also primarily ordered by their ranking of leading destinations for the year 2020 according to the number of bed nights.
Table 6. Comparison of individual official profiles of destinations according to the interactions of social network users

<table>
<thead>
<tr>
<th>Destination</th>
<th>Leading destinations position (bed nights, 2020)</th>
<th>Instagram</th>
<th>YouTube</th>
<th>Twitter</th>
<th>SME: order based method results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg. likes position</td>
<td>avg. new followers position</td>
<td>avg. new views position</td>
<td>avg. new subscribers position</td>
<td>avg. new followers position</td>
</tr>
<tr>
<td>London</td>
<td>1.</td>
<td>1.</td>
<td>1.</td>
<td>3.</td>
<td>1.</td>
</tr>
<tr>
<td>Paris</td>
<td>2.</td>
<td>4.</td>
<td>4.</td>
<td>8.</td>
<td>5.</td>
</tr>
<tr>
<td>Berlin</td>
<td>3.</td>
<td>7.</td>
<td>5.</td>
<td>9.</td>
<td>4.</td>
</tr>
<tr>
<td>Istanbul</td>
<td>4.</td>
<td>12.</td>
<td>14.</td>
<td>4.</td>
<td>6.</td>
</tr>
<tr>
<td>Munich</td>
<td>5.</td>
<td>11.</td>
<td>9.</td>
<td>6.</td>
<td>2.</td>
</tr>
<tr>
<td>Stockholm</td>
<td>6.</td>
<td>6.</td>
<td>10.</td>
<td>5.</td>
<td>7.</td>
</tr>
<tr>
<td>Amsterdam</td>
<td>8.</td>
<td>3.</td>
<td>6.</td>
<td>12.</td>
<td>9.</td>
</tr>
<tr>
<td>Madrid</td>
<td>10.</td>
<td>9.</td>
<td>8.</td>
<td>11.</td>
<td>8.</td>
</tr>
<tr>
<td>Wien</td>
<td>11.</td>
<td>5.</td>
<td>7.</td>
<td>2.</td>
<td>3.</td>
</tr>
<tr>
<td>Prague</td>
<td>12.</td>
<td>8.</td>
<td>2.</td>
<td>1.</td>
<td>2.</td>
</tr>
<tr>
<td>Frankfurt</td>
<td>13.</td>
<td>10.</td>
<td>11.</td>
<td>13.</td>
<td>10.</td>
</tr>
<tr>
<td>Barcelona</td>
<td>14.</td>
<td>2.</td>
<td>3.</td>
<td>7.</td>
<td>11.</td>
</tr>
</tbody>
</table>

Source: Own processing

In most cases, the order of individual destinations is very different by specific online platforms. One of the few exceptions is represented by official London profiles, where the measured values mean twice the first position on Instagram, the first position on YouTube in terms of the average annual number of new subscribers per one published video and the third position in terms of the average number of views per one video. The high-quality administration of profiles on social media is confirmed by the ranking for individual factors of the popular European destination, Paris. Prague, which occupies the 12th position on Instagram and especially YouTube in terms of the number of bed nights within the analysed destinations, occupies leading positions in the ranking of effective communication for building a reputation as an attractive destination.

Based on the calculated average values for all three social media and subsequent ranking for individual monitored factors (see Table 6), an average value was calculated for all positions of individual destinations. The calculated values enabled the final ranking in terms of using official profiles of tourist destinations on social media to attract their users. The factors considered were thus the number of years of active use of the profile and the ability to get likes for individual posts, views of published videos, and attract new followers. From this perspective, the most successful profiles on Instagram, Twitter, and YouTube were London, Prague, Paris, Vienna, and Amsterdam. The last positions of the ranking were occupied by the official tourist profiles of Hamburg, Rome, Frankfurt, or Istanbul.

5. Discussion

In general, according to the findings presented in this research, the analysed destinations are most active on Twitter in terms of the total number of posts. The total number of tweets published on their profiles is 190,559. The most active destination on this media is London, followed by Paris and Berlin. In contrast, there are destinations that do not use this media at all, such as Munich, which has not published a single post, or use it to a lesser extent, such as Frankfurt. Another analysed social media is Instagram, where the destinations published a total of 34,177 posts. The most active destinations on Instagram include Stockholm, Amsterdam and Rome, the least active one is Prague. An interesting case worth mentioning is Istanbul, which removed its Instagram profile at the beginning of 2022. The least used social media is YouTube, where the analysed destinations uploaded a
total of 2,906 videos. The most active destinations on YouTube are Madrid, Paris and Barcelona; the least active ones include Istanbul, Prague and Frankfurt. Of all the social media analysed, Twitter appears to be the most popular microblog platform very valuable for tourism. In the last decade, its use in this sector has become more popular, with regard to the possibility of using this media in crisis communication and terrorist attacks the destinations might face (Ćurlin, Jaković and Miloloža, 2019). Social media also play an important role in evaluating the attractiveness of tourism destinations in terms of health safety and trust they build by providing information about a given destination (Țuclea, Vrânceanu and Năstase, 2020). On the other hand, social media are also an important tool for promoting destinations and events that take place there (Pino et al, 2018).

However, there shall be mentioned the importance not only of the intensity of using social media by destination management companies but also how they manage to attract and engage followers, subscribers or other users of these platforms. The intensity of using social media has a positive effect on brand awareness, which affects also brand equity and destination image (Stojanovic, Andreu and Curras-Perez, 2018). However, the engagement of social media users, e.g. the number of likes and comments, is also determined by the visual content, which can be subsequently reflected in the effectiveness of marketing in this environment (Song, Park and Park, 2021). Social media are important in enhancing brand image, but they are also a strategic platform for achieving tourist engagement (de las Heras-Pedrosa et al., 2020). For example, the highest average annual number of interactions with Instagram users in terms of the average number of likes per one post is shown by London, Barcelona and Amsterdam, while Rome shows the lowest numbers. The highest average number of new followers per one Instagram post was also recorded in the case of London, while the worst results in this metric are achieved by Rome, Istanbul and Hamburg. Destination management organizations can facilitate the interaction between the destination management, stakeholders and tourists, which may lead to destination value co-creation as well as marketing innovations (Straková et al. 2020, 2021a, 2021c). Social media can be used to evaluate the performance of destination management and the effects of the used destination strategy through audience size, user-generated content, as well as interaction (Trunfio and Della Lucia, 2018). Tourists can consider all content shared on a social media, although some of them might prefer the content created by other tourists. This may even strengthen the effect of using these tools for destination marketing and encourage potential tourists to experience something similar to what other individuals that have shared some posts from given destinations already experienced (Dedeoğlu et al., 2019).

6. Conclusions

The goal of the paper was to evaluate the use of social media Instagram, YouTube and Twitter by attractive European tourist destinations for marketing communication concerning building their reputation in the tourism sector. The research focused on 13 popular European urban destinations with the highest number of bed nights in 2020 and data from official profiles of these destinations on the above social media. In terms of the published content, the results show that while the most active profiles on Instagram are Stockholm and Amsterdam, the highest number of videos on YouTube is posted by Madrid. Twitter is most commonly used for communication by the official profiles of London and Paris.

However, according to the results of the analysis of available data, the quantity of the published content does not automatically mean the high degree of interactions of specific social media users. For example, on the Instagram social media, the highest degree of effectiveness is shown by the Visit London profile, with the annual average number of likes and new followers per post being more than 1,000 likes and almost 40 new followers. On YouTube, the highest average annual number of views was achieved in the case of videos published by Vienna and Prague, although these destinations published a lower total number of videos than other important destinations. In terms of the overall evaluation of building reputation using social media, it can be stated that the official profiles of London, Prague, Paris, Vienna and Amsterdam show the most effective communication. Official tourist profiles of Hamburg, Rome, Frankfurt and Istanbul occupy the last positions of the ranking.
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Abstract. Uncertainty is often encountered in relation to randomness or fuzziness. In the case of randomness, it can be described by means of a probability distribution; in the case of fuzziness, the fuzzy theory is applied. In the theoretical part, the authors deal with basic tools for describing both types of uncertainty. Probability and fuzzy method are interpreted in the context of their analogies and principal differences. Both techniques are applied in order to quantify the present expected value of a specific development project. The probabilistic solution leads to the point value E[PV], the fuzzy solution establishes the triangular fuzzy number with the subjective E[PV] not burdened with possible exaggerated expectations. The fuzzy approach proved to extend the probabilistic outcome by other additional information useful for decision-makers with different risk propensity.
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1. Introduction

There is no doubt that in the last few years, there has been a massive development of artificial intelligence methods in the world and their implementation directly into practice (Horák et al, 2020; Kelemen et al. 2020; Shevyakova et al., 2021). In connection with this, Vochozka (2016a) tried to find out whether the results obtained using neural networks are better than the results obtained using regression analysis. Horák and Machová (2019) compared both of these approaches on the example of the prediction of PRC exports to the USA. Vrbka et al. (2019) in turn used neural networks to predict the trade balance between the PRC and the USA with regard to seasonal fluctuations. Besides neural networks and genetic algorithms, this area includes approaches or systems that are based on fuzzy logic. A common feature of the above methods is the fact that they are inspired by nature and natural phenomena (Amari, 2013).
The English term “fuzzy” (meaning blurred, vague, unclear) is referred to in Běhounek and Cintula (2006) as a mathematical discipline that works with a well-defined notion of inaccuracy. Kuchta (2000) adds that this refers mainly to the theory of fuzzy logic and fuzzy sets. Zadeh (1965) is the author of the formulation of fuzzy sets in the 1970s. This approach gained popularity at the turn of the 1980s and 1990s thanks to its fascinating applications implemented in Japan and subsequently in other countries. Since then, fuzzy approach has been considered a completely standard method. Dourra and Siy (2002) state that this approach can solve originally unsolvable problems in many areas, as it is simpler than other methods. Project management is an area, which requires application of new methods and tools for more efficient decision-making (Ntshangase & Msosa, 2022). Herrera et al (2009) consider the possibility of including inaccuracy and a relatively easy way of working with the meanings of natural language, which is one of the most important parts of human life, to be an essential source of success. Fuzzy approach is applied especially in regulation and control, and can be found more and more often in classification, decision-making, image recognition or in currently increasingly popular area of prediction (Ansari and Abu Bakar, 2014). Wang (2019) also used Fuzzy's approach to predict corporate financial distress. The applicability of this approach was proven and verified on a set of 180 companies, of which 50% were in financial distress and the other 50% were companies that were in no financial need. In contrast, Hašková (2016) used Fuzzy logic to assess the risk to which the investor is exposed. Models based on the correct use of fuzzy logic and a fuzzy set of devices to reveal the uncertainty of experts' reasoning, which ensure the authenticity of scientific results focused on the technology improving the security of crowdfunding platforms, are found in the work of researchers Polishchuk et al. (2019), Kelemen et al. (2019), Gavurova et al. (2020, 2022) etc.

Hašková (2019) states that one of the reasons for the inaccuracy of any prediction may be the lack of information needed to eliminate the uncertainty that can be encountered in any non-deterministic environment. If the uncertainty is based on insufficient knowledge of the relevant values of known factors entering the prediction model, it is the so-called external uncertainty (López-duarte and Vidal-Suárez, 2010). In contrast, according to Bloom (2009), the so-called internal uncertainty is based on the approximate nature of the formal description of the considered relationships between the prediction model’s inputs and outputs. In both cases, the uncertainty of two different types can be encountered. Within the research of the issue, we find the application work of researchers Kelemen et al. (2019), and Polishchuk et al. (2019), as fuzzy models, which are embedded in a generalized algorithm and tested in the example of risk assessment, and quantitative evaluation of projects aimed at initiating the environment in the aviation sector, and an innovative hybrid competency assessment model based on fuzzy logic and a network for neuro-fuzzy assessment as in Kelemen et al. (2021).

According to Woju and Balu (2020), uncertainty is usually classified as random and fuzzy. Random uncertainty arises from the inherent randomness of the physical properties and environmental system, while fuzzy uncertainty stems from the lack of relevant knowledge and inaccurate information about the system (Li et al, 2016). Hašková (2019) adds that when talking about uncertainty in the sense of “randomness”, objectively identified basic characteristics are known, while uncertainty in the sense of “lack of knowledge - ignorance” is usually derived from vague terms - a little, approximately, little, simply, etc. The diverse types of uncertainties and ways to deal with them have been addressed in many studies. For example, Marano and Quaranta (2008) state that the problem of estimating random uncertainty is usually performed by probability theory requiring a large number of samples, while fuzzy uncertainty is usually modelled by possibility theories requiring a small sample.

The objective of this paper is to put fuzzy and probabilistic approach into context. The methodological part identifies the main principles, differences, and analogies of both approaches. In the application part, both approaches are compared on the basis of quantifying the internal value (PV) of a development project. The results are discussed and interpreted. The conclusion part summarizes key facts, principles, and benefits of the contribution from the theoretical and application point of view.
2. Methodological approach

The most commonly used criterion in managerial decision-making is the expected present value (E[PV]) indicating the value of the expected annual cash flows E[CFi] in years i = 1, 2 to n that are transformed to the moment of decision – see formula (1).

\[
E[PV] = \sum_{i=1}^{n} E[CF_i] / \prod_{j=1}^{i} (1 + r_j)
\]  

(1)

In (1) CFi, i > 0, symbols of net cash flows generated by the project in i-year of its implementation, rj is the annual discount rate valid in the j-year of the course of the project.

2.1 Public approach in PV evaluation

Probabilistic approach (see relation (1)) is used if probability distribution of the frequency of possible cash flows outcomes is known. Otherwise, most decision-makers rely on the subjective opinion and expert knowledge when estimating the series of cash flows from the investment under consideration.

The analysis of probabilistic approach within investment evaluation in terms of E[PV] and its alternatives is addressed in professional literature by e.g. Zinn et al (1977), who analysed and justified the formulas of the expected net present value, variance, and semi-variance of net present values of various cash flow profiles at random time. Tufekci and Young (1987) present the method of the moments of the net present value in probabilistic investment alternatives. The publication of Benzion and Yagil (1987) compares discount methods for the evaluation of multi-time stochastic income flows that are identical and time-independent.

2.2 Fuzzy approach in PV evaluation

Fuzzy approach is based on the theory of fuzzy sets Zadeh (1983) and represents an alternative in the case of uncertain data, for which it is not possible to construct a probability distribution. In reality, a statistical description is seldom available for creating the probability structure of the CFi values and the values of the discount rates rj for long-term projects. The basis of the fuzzy set theory is described in detail in e.g. (Hašková, 2017).

In short, a fuzzy set is a class of ordered pairs in which the first element is an element of the universe in consideration, the second element is a part of the interval \(\langle 0,1\rangle\) that assigns each member a degree of membership in a subset of the universe (i.e., to the support of the fuzzy set). The degree of membership reflects the extent to which the element is compatible with the support of the fuzzy set. More specifically, as Hašková and Fiala (2019) state: the set \(U\) is a field of reasoning or discussion (a universe in consideration), \(\mu_A: U \rightarrow \langle 0,1\rangle\) is a membership function, and \(A = \{(y, \mu_A(y))\}: y \in U\) the set of all ordered pairs (y, \(\mu_A(y)\)), in which \(0 \leq \mu_A(y) \leq 1\) indicates the membership degree of the pair (y, \(\mu_A(y)\)) to the set A on the given \(y \in U\). Thus, A is a fuzzy subset of the universe \(U\). An important characteristic of the fuzzy subset A is its support \(U_A = \{y: 0 < \mu_A(y) \leq 1, y \in U\} \subseteq U\). In terms of fuzzy logic, \(\mu_A(y) = |y \in U_A|\) herein \(|y \in U_A|\) designate the degree of veracity of the statement that \(y\) is the element of the support on the fuzzy set A. The element \(y \in U\) with the degree of veracity \(\mu_A(y) = 0.5\) is called crossover point in A. In the case of veracity degrees greater than 0.5, the element y rather belongs to \(U_A\), while in the case of smaller veracity degrees it rather does not belong to it.

The fuzzy subset A, whose support \(U_A \subseteq U \subseteq R\), where \(R\) is a set of real numbers and its function \(\mu_A\) is given by normality and convexity, is called the fuzzy number. There are six different shapes of membership functions \(\mu_A\)
of fuzzy numbers: triangular, trapezoidal, bell-shaped, sinusoidal, cosinusoidal (Kahraman, 2008). The so defined fuzzy numbers can formally represent uncertain variables.

There, the apparent analogy shall be noticed between the function \( f(x) \) (the probability density of a random variable \( x \)) and the function \( \mu_A(x) \) (the degree of the element \( x \) membership to the support of the uncertain variable – a fuzzy number \( A \)). For instance, a similar meaning that in the case of a random variable \( x \) achieves an average or expected value \( E[x] \), which corresponds to the horizontal coordinate of the gravity centre of the area under the function \( f(x) \) on its definition field, is represented by the horizontal coordinate of the centre of gravity under the course of the function \( \mu_A(x) \) above the interval defined by fuzzy support \( A \) in the case of the uncertain variable.

This analogy can be useful when solving problems with variables that are beyond descriptive statistics. In such a case, a reliable point estimation can be carried out using the corresponding coordinate of the position of gravity centre of an appropriate fuzzy number with the support matching to the set of all possible results. In practice, this approach is often applied to measure an issue that is difficult to quantify and it is thus changed for a more easily measurable issue (e. g. the value of the quality of life for measuring GDP – see (Ackoff, 1989).

Let us assume that \( A = (A_L, A, A_R) \) and \( B = (B_L, B, B_R) \) are triangular fuzzy numbers, where the indexes \( L \) and \( R \) indicate the left and right limits of their supports. Let the middle numbers be the subjectively expected values for which it can be assumed that \( \mu_A(A) = \mu_B(B) = 1 \) (the subjectively expected values are placed at the centre of the fuzzy number supports; in the case of symmetrical probability density, they coincide with the statistically expected values).

Application of the algebraic operations (+), (−), (˖) and (/) of the calculus of triangular fuzzy numbers stated in Zadeh (1965), from which we mention \( A + B = (A_L + B_L, A + B, A_R + B_R) \), \( A − B = (A_L − B_R, A − B, A_R − B_L) \), \( k ˖ A = (k ˖ A_L, k ˖ A, k ˖ A_R) \), \( A / B = (A_L / B_R, A / B, A_R / B_L) \), enables the formulation of the fuzzy number \( PV = (PVL, PV, PVR) \) in order to describe a model of uncertain cash flows (the fuzzy numbers \( CF_i \)) and uncertain discount rates (the fuzzy numbers \( r_j \)), as shown in Hašková (2017):

\[
PVL = \sum_{i=1}^{n} \max\{ CF_{L,i} \; 0 \} / \prod_{j=1}^{i} (1 + r_{R,j}) + \min\{ CF_{L,i} \; 0 \} / \prod_{j=1}^{i} (1 + r_{L,j}),
\]

\[
PV = \sum_{i=1}^{n} CF_i / \prod_{j=1}^{i} (1+r_j),
\]

\[
PVR = \sum_{i=1}^{n} \max\{ CF_{R,i} \; 0 \} / \prod_{j=1}^{i} (1 + r_{L,j}) + \min\{ CF_{R,i} \; 0 \} / \prod_{j=1}^{i} (1 + r_{R,j}).
\]

3. Practical application

In order to show the differences, both approaches will be applied and analysed within a hypothetical but a realistic decision-making managerial task. Table 1 below shows the basic input parameters of the task and the focus.
Table 1. The input data of the task

<table>
<thead>
<tr>
<th>Object of investment</th>
<th>Investment in the construction of a residential building on the outskirts of the capital.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timetable for completion and possible scenarios</td>
<td>Completion of the construction completion including the inspection of apartments is planned after two years from the start. If there is a one-year delay in the plan, the company decides either to complete the project with annual one-year delay or to sell the project in the third year at an estimated price of EUR 30 million. The possibilities of completing the construction without any delay or with a one-year delay are equal.</td>
</tr>
<tr>
<td>Estimate of demand for apartments</td>
<td>In the case of the completion of the construction, the apartments will be sold in the following year. The amount of budgeted revenue from the sale of the apartments (net revenue refers to the difference between the revenues from the sale of the apartments and the operating costs, paid fixed costs associated with the investment and income tax) depends on the development of uncertain demand for apartments. In the case of selling the apartments in the third year, strong demand is estimated with an 80% probability and weak demand with a 20% probability; in the case of postponing the sale, strong demand is estimated with a 60% probability of 60 % and weak demand with a 40% probability.</td>
</tr>
<tr>
<td>Project’s discount rate</td>
<td>The discount rate of the project r is equal to the average project capital costs of 15 %. As the company does not intend to change the structure of its long-term funding sources, it is considered a constant.</td>
</tr>
<tr>
<td>Net revenues scenarios</td>
<td>The prediction of net revenues in the third year N31 and N32, and the fourth year N41 and N42 from the sale of the apartments are shown in the decision tree in Figure 1.</td>
</tr>
</tbody>
</table>
| The managers’ goal                            | a) To assess the project within its expected value E[PV].  
                                            | b) To specify the maximum investment if the project is loss-making concerning an adequate project risk rate. |

![Figure 1. Project decision tree at current prices of the 3rd and 4th year in millions of EUR](source)

*Source:* Own processing.

Additional analyses r performed enable assessing whether the probability criterion E[PV] plays a decisive role in the manager decision-making.
3.1 Probabilistic evaluation of task based on $E\{PV\}$

The model of the decision tree (see Fig. 1) shows the probabilistic solution to the task. The input parameters are the point estimations of the net revenue random variable. Completion time and estimate of demands are also random variables described by the probabilistic distribution. The positive values of the revenue estimates suggest that $E\{PV\} > 0$ (see the goal a)). The goal b) focuses on answering the question of “How much to invest ($I = ?$)” – the first decision node.

In the second decision node (Decision), two values are compared: the amount of EUR 30 million from the sale of the project outcome in the 3rd year and the statistically calculated amount of net revenue $(0.6 \cdot 42 + 0.4 \cdot 28) / 1.15 = 31.65$. This amount is higher than 30 million; therefore, the “Decision” node can be cancelled. This enables the simplification of the tree structure in Fig. 1 into the form shown in Fig. 2. Each of the four scenarios is evaluated by its current value $PV_{ij} = N_{ij} / (1 + r)^t$ to the time $t = 0$ ($I = ?$), where $N_{ij}$ represent the net revenue in the 3rd and 4th year of the project implementation.

It applies that $E\{PV\} = 0.3 \cdot PV_{41} + 0.2 \cdot PV_{42} + 0.4 \cdot PV_{31} + 0.1 \cdot PV_{32} = 0.5 \cdot (0.6 \cdot PV_{41} + 0.4 \cdot PV_{42}) + 0.5 \cdot (0.8 \cdot PV_{31} + 0.2 \cdot PV_{32}) = 0.5 \cdot (E\{PV_4\} + E\{PV_3\})$. The last derived equality enables further reduction of scenarios, as shown in Fig. 2 below, in which $E\{PV_4\} = 36.4 / 1.15^4$ and $E\{PV_3\} = 53.8 / 1.15^3$ have the same probability of occurrence.

![Decision Tree Diagram](image-url)

**Figure 2.** Simplifications of tree structure shown in Fig. 1 based on results of managerial calculations

*Source: Own processing.*
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The sought solution of \( E[\text{PV}] = 0.5 \cdot (E[\text{PV}4] + E[\text{PV}3]) = 0.5 \cdot (36.4 / 1.154 + 53.8 / 1.153) \approx 28.1 \text{ million EUR.} \) This also provides information about the maximum possible investment in a project that is not loss-making.

### 3.2 Fuzzy evaluation of task based on interval values

The fuzzy approach deals with uncertainty by replacing the point estimates with triangular fuzzy numbers in the form of \((L, S, P)\); the left edge of the interval \((L)\) indicates the smallest considered value, the right edge \((P)\) indicates the largest estimated value, and the centre \((S)\) represents the middle of the interval. The \(S\) value is formed in accordance with the principle of indifference (Pettigrew, 2014). It results from its nature that when multiple alternative outcomes occur with no relevant reason to prefer one over another, they will be assigned the same probability. Therefore, \(S\) is the subjectively expected value, which does not converge to any of the interval limits (based on the observation, the statistically expected value is objective). The task in question contains uncertain data on future demand, which makes the resulting net revenue value uncertain as well.

The subjectively expected value of the fuzzy procedure is \(35 / 1.15 \approx 30.4\), which is compared with the expected amount for the sale of the project outcome - EUR 30 (see Fig. 1, the upper “Decision” node). As the subjective value is higher than 30, the upper “Decision” node can be ignored and the model can be constructed in a reduced way in analogy to Fig. 2 to get Fig. 3, where the second subjective value is 44.5 (see the “Demand” node in Fig. 1 and Fig. 2, above).

The application of the tools of interval calculus leads to the following solution:

\[
E[\text{PV}]_{L}, E[\text{PV}], E[\text{PV}]_{R}) = (0.5 \cdot 28 / 1.15^4 + 0.5 \cdot 29 / 1.15^3; 0.5 \cdot 30.4 / 1.15^4 + 0.5 \cdot 44.5 / 1.15^3; 0.5 \cdot 42 / 1.15^4 + 0.5 \cdot 60 / 1.15^3) = (16.3; 23.3; 31.7),
\]

Where the subjective \(E[\text{PV}]\) of potential net revenue from the sale of the apartments is written in italics.

The fuzzy \(E[\text{PV}]\) number \((16.3; 23.3; 31.7)\) can be viewed as an interval of possible present values generated by the project, in which the left number represents a pessimistic scenario, while the right number can be perceived as a result of an optimistic scenario, and the middle number represents the subjectively expected value. It shall be noticed that the interval range also provides information on the maximum investment costs for a project that is not loss making.
4. What do the analyses indicate?

Fuzzy analysis extends the standard probabilistic result by other information. These particularly follow from the nature of the fuzzy number $E[PV] = (E[PV]_L, E[PV], E[PV]_R)$, whose limit values indicate the smallest and highest possible present values of the project with the middle value representing the subjectively expected one. The range $(E[PV]_L, E[PV]_R)$ provides an idea about the span between the pessimistic and optimistic development of the project in terms of its expected outcomes.

The fact that the subjective $E[PV] = 23.3$ is lower than the probabilistic $E[PV] = 28.1$ confirms the finding (e.g., in Kahneman (1993)) that managers tend to exaggerate positive flows and reduce negative flows. This tendency corresponds with the probability distribution of the demand for the sale of the apartments both in the 3rd and the 4th year of the project in question. This tendency can result in late completion of projects and exceeding the planned budget; consequently, in some of them, the expectations of the investors may even never be fulfilled (Vochozka, 2016b).

A manager assuming on the basis of $E[PV] = 28.1$ that the investment of EUR 27 million will provide him with, for instance, a minimal required profit of EUR 0.8 million, is wrong. The fuzzy analysis says that the achievement of this objective is most likely if the initial investment does not exceed EUR 15.5 million (i.e., 0.8 less than the value of pessimistic scenario $PV_L$). Thus, a question arises whether the project would be feasible under these circumstances. The answer depends, among other things, on the investor's willingness to take risks.

From the above, it is clear that knowing the limits of the possible interval values $E[PV]$ provided by the fuzzy approach can be useful; it provides the decision-makers with extra information in terms of possible development project scenarios.

5. Conclusions

In the area of management, uncertainty of different types is encountered. The basic distinction sees uncertainty in the sense of randomness and uncertainty in the sense of fuzziness. The first type mentioned could be described, for instance, by a probability distribution, while in the latter case, the technique of fuzzy approach has been successfully proved.

The most commonly used probability criterion in financial management is the expected present value $E[PV]$. In the fuzzy approach, the decision criterion is performed by the fuzzy number $E[PV] = (E[PV]_L, E*[PV], E[PV]_R)$ of uncertain cash flows ($CF$, fuzzy numbers) and uncertain discount rates ($r$, fuzzy numbers). $L$ and $R$ stand for the left and right limits of the support of the fuzzy number.

The analogies and differences of the approaches were described in order to determine the value of the project of constructing and selling apartments by means of $E[PV]$ and $E[PV]$. The comparison revealed that the fuzzy approach extends the standard $E[PV]$ result by additional information. More specifically, $E[PV]$ is a weighted average, whose calculation erases all limits given by the project’s extreme scenarios. The fuzzy number $E[PV] = (E[PV]_L, E*[PV], E[PV]_R)$ provides decision-makers with an interval of possible values where the centre value is a subjectively expected value not burdened with excessive optimism or scepticism. Taking these limits into consideration provides useful information to decision-makers with a different propensity to risk.

The above stated advantages of fuzzy approach compared to the probability approach are the original benefits of the application. The theoretical superstructure identifies the analogy between the probabilistic and fuzzy approach.
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