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Abstract. Correct setting of value drivers of agricultural companies plays an important role, as every company strives for maximizing its profit. The goal of the paper was to determine the dependence of profit on production factors and to identify important production factors. Variables verified as value drivers were land, material, personnel costs, and depreciation of fixed tangible and intangible assets. The selected method of data processing is multiple regression analysis. The data were represented using a normal probability plot of residuals and a distribution histogram. The results show that 51.44% of significant variables are material, personnel costs and depreciation of fixed tangible and intangible assets. The findings also imply that multiple regression analysis is a suitable statistical method. In conclusion, it can be stated that material, personnel costs, and depreciation of fixed tangible and intangible assets are important value drivers.
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1. Introduction

According to Wicki (2018), the global population is constantly growing, as is the demand for food. Agriculture thus plays a key role. An increase in agricultural production can be achieved mainly by the proper use of production factors. Production factors include land, labor, and capital. Agricultural land is a finite natural resource with a growing economic value (Takac et al., 2020). Soil fertility is paramount in determining the type of plant production (El-Ramady et al., 2019). Correct setting of production factors increases labor productivity and thus leads to capital return (Vochozka et al., 2021; Potapov 2020; Holmen, 2022). Technical development and sufficient human capital enable achieving higher profitability and improving the competitiveness of agricultural products (Vochozka et al., 2020, Anand, Husain & Prakash, 2022; Ganush & Tsetsiarynets, 2022).

Earnings are not determined by production factors only. According to Parolini (2022), agricultural production is also influenced by weather and climatic factors. Agricultural companies are thus at risk of being unprofitable under adverse climatic conditions (Priyanka et al., 2019; Gavurova et al. 2017a). There are soil erosion and
nutrient losses. Extreme weather is a result of climate changes caused by increasingly intensive human activity (Qiao et al., 2018). Climatic changes thus become a global problem (Nyangena, Kinyuru & Imathiu, 2021). Low yields of crops gradually lead to growing food prices (Lambert et al., 2021). By selecting the proper types of crops, agriculture can contribute to soil protection and mitigate climatic changes (Parolini, 2022).

Production inputs and their combination influence the result of agricultural production. The relationship between production inputs and the final product is determined by the production function (Simtjon, 2020, Vochozka et al., 2020). Production function remains a current method in economy. Based on the results, it is possible to examine the economic growth (Bartoš et al., 2021, Cheng & Liu, 2021). Production function is an important tool for the analysis, evaluation and prediction of production processes (Kučera et al., 2021, Gadzhieva et al., 2019). The issue of production functions in general and in the industrial sector is also addressed by Straková et al. (2020, 2021).

Agricultural companies differ from each other in the volume of their production considering their size, different yields, technologies, or weather conditions (Gavurova et al. 2017b, 2020; Tkacova et al. 2017). Therefore, it is necessary to determine a suitable model for using the production function that would consider this heterogeneity and find the main determinants of agricultural production (Pechrová Simpachová & Simpach, 2019; Belas et al. 2020).

2. Literature review

As already mentioned, the correct setting of production factors may positively influence the earnings of agricultural companies. This issue has been addressed by several authors.

Vasyl’yeva (2021) used a modified Cobb-Douglas production function describing the effect of human capital on gross added value and gross output. The parameters of production function were determined and verified using correlation and regression analysis; equations of balance and construction of isoquants were used to predict the optimal combinations of production function factors (Kocisova et al. 2018). Chabatul et al. (2019) evaluated the effect of production factors on the revenues from agricultural product sales on the basis of regression analysis. The results were used for scheduling of production and selection of production factors.

Nasir, Ribij and Al-Wassity (2020) estimated the Cobb-Douglas production function using the regression method to determine the functional relationship between the volume of wheat production and the quantity of seed, fertilizers, pesticides, and the number of hours worked using human labor without any mechanization and using mechanization. The results suggest that mechanization significantly increases the return to scale. Muhajan et al. (2018) proposed a quantile regression model using the Cobb-Douglas production function for the analysis of data on the production of foodgrain with respect to net area sown, net cultivated area, and net irrigated area, consumption of fertilizers, pesticides, and electricity. They concluded that net sown and cultivated area plays an important role in increasing the production volume.

The study by Elita et al. (2019) analyses the relationship of the selected inputs in the form of the production area and the quantity of labor, seed, and fertilizers and the output in the form of rice and corn production using the Cobb-Douglas production function. The authors also compared the minimum costs, where the costs of rice growing were lower than the costs of corn growing, but corn profit was higher than rice profit. Shkuratov et al. (2020) used correlation and regression analysis to estimate the volume of gross agricultural production in relation to the area of agricultural land used. Kukushina & Okomina (2019) evaluated the impact of used production factors on the agricultural activity outputs on the basis of regression equation. As stated by Mengthen et al. (2018), capital is the most important factor in the agricultural sector, despite the high dependence of agriculture on land. This finding was achieved using time series regression analysis, whose results indicate that capital
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contributes about 76.86 % to the growth of agricultural economy, while the contribution of land, energy, water,
and technological progress is lower. By using the Cobb-Douglas production function, Tiammee et al. (2019)
found that the size of inputs (agricultural land, labor, and capital) influences the return to scale. Pechrová
Simpachová & Simpach (2020) argue that production approximated by sales is directly dependent on the
consumption of material, energy, fixed assets, the number of employees, and the acreage of agricultural land,
which resulted from the results of the Cobb-Douglas production function.

According to Suseela & Chandrasekaran (2018), the use of technology increases the yield of agricultural crops
and profit, as indicated by the results of the Cobb-Douglas production function. On the basis of Stochastic frontier
production function fitted by Cobb-Douglas function, Ahmed et al. (2018) confirmed that maize production
depends on the acreage, fertilizers used, and the quantity of seed. Pechrová Simpachová & Simpach (2019) used
the Cobb-Douglas production function to analyze agricultural output in the form of sales depending on the
consumption of material, capital, the number of employees, and acreage of agricultural land. They concluded that
the consumption of material had the highest impact, while the effect of the number of employees and acreage of
agricultural land was lower. Using the Cobb-Douglas function, Zhang, Chen and Li (2021) found that the yield of
agricultural crops grows with the acreage of agricultural land.

Onofri et al. (2019) used the production function to estimate the marginal product of key production inputs (labor
and land) and to determine the future performance of the agricultural sector with regard to climatic changes
(Onofri et al., 2019). The basis for setting up effective production functions can be, for example, a strategic
situational analysis, including an analysis of value streams or corporate production processes (Vochozka et al.,
2016; Straková et al., 2018). In the current turbulent to chaotic corporate environment, one of the pro-growth
production parameters is targeted investments in other production processes, especially in infrastructure (Straková
et al., 2016; Bilan et al. 2017; Gavurova et al. 2019).

The goal of the paper is to determine the production function of production factors of companies operating in the
agricultural sector of the CR.

Agricultural activities cannot be carried out without agricultural land. Land (A) is used for plant production –
food and feed for animal production. Land is thus the basic production factor in this sector. Other production
factors include labor (L), i.e. a human activity appraised with a wage. Another equally important production factor
is capital (K), which can be divided into two categories by its nature – tangible (agricultural machinery, buildings,
structures, livestock) and monetary.

The profitability of agricultural companies depends on the quantity of the production factors used. A larger area of
agricultural land enables the production of a higher volume of agricultural products. The proper setting of
production factors (the number of employees, use of agricultural technology) results in higher earnings and
generation of profit. The relationship between value drivers and profit generators is expressed by the production
function. Production function determines the relationship between the production factors – inputs (labor, land,
capital) and outputs.

3. Data and methods

Based on the analysis of the main goal of the paper, two research questions were formulated:

RQ1: What are the value drivers in agricultural companies?
RQ2: What is the relationship of value drivers and profit generators in agricultural companies?
Within the first research questions, value drivers of agricultural companies will be determined. Within the second research question, multiple regression analysis will be used to determine the relationship of these value drivers to the value of profit (earnings).

The data source will be the dataset Extrakt_VSCB_NACE_A_2022_Agriculture, which contains 42,641 rows. The data from the profit and loss account will be processed in Excel, Microsoft. From this dataset, only the columns Company identification number, Tax identification number, Name, Active, Land (p1220), Material (p1243), Earnings for current accounting period (+/-) (p1331), Personnel costs (p1518), Depreciation of fixed intangible assets and fixed tangible asset (p1525).

From these columns, only the rows that will contain the required values will be used. The data will be processed using the Statistica software by TIBCO Software Inc. This software will be used for determining the multiple regression analysis.

A given dataset is opened in the Statistica software, the selected list is imported into the table. Next, the option “1st row as the names of variables” is selected, since the dataset contains names in the first row. In the basic menu, in the “Statistics” tab, multiple regression is selected. Furthermore, we will select variables, entering the dependent variable on the left side, which is Earnings for current accounting period (+/-) (p1331) in this case. On the right side, there will be a list of independent variables, i.e. Land (p1220), Material (p1243), Personnel Costs (p1518), Depreciation of fixed intangible assets and fixed tangible assets (p1525). Then we will continue with calculating the results of the regression; in the tab, we will select “adding to the log”. In the log, a table with given values will be created. The mathematical model of multiple regression expressed as a formula is as follows:

\[ y = ax_1 + bx_2 + cx_3 + dx_4 \]

where \( y \) is profit, 
\( x_1 \) land, 
\( x_2 \) material, 
\( x_3 \) personnel costs, 
\( x_4 \) depreciation.

Next, a simplified model of regression analysis without the independent variable Land (p1220) will be created. The process is the same but when choosing variables for multiple regression, Land (p1220) is not included in the list of independent variables. Other items will be the same as above. The process is then the same until the calculation of the regression results and the creation of a log with a table containing the necessary values.

For overall testing of the model (F test), the following hypotheses were formulated:

H0: the model as a whole is insignificant, and H1: the model as a whole is significant.

When testing the significance of the explanatory variable \( x_1 \) = Land, the formulated hypotheses are as follows:

H0: the explanatory variable “Land” is insignificant, and H1: the explanatory variable “Land” is significant.

For the variable \( x_2 \) = material, the following hypotheses were tested: H0: the explanatory variable “Material” is insignificant, and H2: the explanatory variable “Material” is significant.

For the variable \( x_3 \) = personnel costs, the hypotheses tested were as follows: H0: the explanatory variable “personnel costs” is insignificant, and H3: the explanatory variable “personnel costs” is statistically significant.
When testing the significance of the explanatory variable $x_4 = \text{depreciation}$, the following hypotheses were formulated:

H0: the explanatory variable “depreciation” is insignificant, and H4: the explanatory variable “depreciation” is significant.

3. Results

Value drivers

Based on the content analysis (research) of the available materials, the selected value drivers are:

$x_1 \text{ land}$, $x_2 \text{ material}$, $x_3 \text{ personnel costs}$, and $x_4 \text{ depreciation of fixed tangible and intangible assets}$. Earnings are marked as $y$.

Relationship of value drivers and profit generators of agricultural companies

The existence of these relationships was verified by multiple regression analysis. Table 1 suggests that the correlation coefficient $R$ indicating the intensity (tightness) of dependence equals 0.718. This indicates a stronger dependence of earnings on the acreage of land and at the same time, on material, personnel costs, and depreciation. The determination coefficient $R^2$ equals 0.515, the value of the modified determination coefficient (modified $R^2$), which is used for comparing models with a different number of variables (here, specifically, 4 explanatory variables) is 0.468. The model with the higher modified $R^2$ appears to be better.

The column $b^*$ (sometimes also referred to as beta coefficient) is used to determine the relative strength of the impact of individual variables on the dependent variable. This way it is possible to determine which variables have the biggest and the smallest impact on the variance of the dependent variable. Since $x_1$ (land), $x_2$ (material), $x_3$ (personnel costs), and $x_4$ (depreciation) have different units, their impact on $y$ is difficult to compare but possible using $b^*$. Here, the highest absolute value of $b^*$ is recorded in the case of depreciation. This implies that depreciation has the biggest effect on revenues (earnings). As can be seen, the value of depreciation is -1.318, which means an inverse ratio – depreciation decreases with the growing revenues. The column Standard deviation of $b$ is a standard error of the estimate of the $b$ parameter. The column $t$ is the test criterion for the individual test of parameters, or test of significance of individual variables calculated as follows:

$$t = \frac{b}{\text{st. error}}$$

This should be compared with the critical value of the Student’s $t$-distribution, but in this case, the comparison of $p$-value and $a$-alpha was used. Column $b$ is used for the compilation of the model’s equation. This means that the following expression of the model can be found in this column:

$$y' = -494084.871367 - 0.015124x_1 + 1.335417x_2 + 1.003646x_3 - 1.468423x_4$$

The value of $F$ is 10.889. This is the value of the test criterion, which can be compared with the critical value, that is, the quantile of $F$-distribution. However, in this case, the $p$-value and $a$-alpha were compared.

Using the overall model test (F test), the following hypothesis was tested:

$H_0$: the model as a whole is insignificant

Since $p<0.01 < 0.05$ (alpha), $H_0$ is rejected, which means that the model as a whole is statistically significant. To determine the quality of the model, determination coefficient $R^2$ was used, whose value is 0.515. The changes in
earnings are 51.51% explained by the change in land, and at the same time, the change in material, personnel costs, and depreciation.

Furthermore, a test of significance of individual explanatory variables \( (x_1: \text{land}, x_2: \text{material}, x_3: \text{personnel costs}, x_4: \text{depreciation}) \).

For land \( x_1 \), the following hypothesis was tested:

\[ H_0: \text{the explanatory variable “land” is insignificant} \]
\[ H_1: \text{the explanatory variable “land” is significant} \]

Since the p-value 0.811 > 0.05, \( H_0 \) is not rejected, which means that land is a statistically insignificant explanatory variable and the conclusion is that it needs to be removed from the model.

For material \( x_2 \), the following hypothesis was tested:

\[ H_0: \text{the explanatory variable “material” is insignificant} \]
\[ H_2: \text{the explanatory variable “material” is statistically significant} \]

Since the p-value 0.026 < 0.05, \( H_0 \) is rejected, which means that material is a statistically significant explanatory variable and needs to be included in the model.

For personnel costs \( x_3 \), the following hypothesis was tested:

\[ H_0: \text{the explanatory variable “personnel costs” is insignificant} \]
\[ H_3: \text{the explanatory variable “personnel costs” is significant} \]

Since the p-value 0.000 < 0.05, \( H_0 \) is rejected, which means that “personnel costs” is a significant variable and needs to be included in the model.

For depreciation \( x_4 \), the following hypothesis was tested:

\[ H_0: \text{the explanatory variable “depreciation” is insignificant} \]
\[ H_4: \text{the explanatory variable “depreciation” is significant} \]

Since the p-value 0.000 < 0.05, \( H_0 \) is rejected, which means that depreciation is a significant explanatory variable and needs to be included in the model (for more details, see Table 1).

| Source: Authors |

<table>
<thead>
<tr>
<th>Table 1. Regression Summary for dependent variable (Model 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N= 46</td>
</tr>
<tr>
<td>( R^2 = 0.515010526, ) adjusted ( R^2 = 0.46779845 )</td>
</tr>
<tr>
<td>( b^* )</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>intersection</td>
</tr>
<tr>
<td>materials</td>
</tr>
<tr>
<td>personnel costs</td>
</tr>
<tr>
<td>depreciation of tangible fixed assets and intangible fixed assets</td>
</tr>
</tbody>
</table>
Figure 1 shows a normal probability plot of residuals, which is used to check whether the distribution of residuals is normal.

![Normal probability plot of residuals](image)

**Figure 1.** Normal probability plot of the residuals (Model 1)  
*Source:* Authors

The points should be located as close to the red line as possible, which was achieved in this case.

Figure 2 shows the distribution histogram. The shape of the histogram should be similar to the Gaussian curve as much as possible (red curve = normal distribution).

![Distribution histogram](image)

**Figure 2.** Normal distribution histogram (Model 1)  
*Source:* Authors
Simplified model

It can be seen from Table 2 that the value of the correlation coefficient $R$ is 0.717. In this case, it again indicates a stronger dependence of earnings on material, and at the same time, on personnel costs and depreciation. The value of the $R^2$ determination coefficient is 0.514, the value of the modified determination coefficient (modified $R^2$) is 0.479. In this case, there are 3 explanatory variables. The model with a higher modified $R^2$ appears to be better; now it can be seen that the simplification of the model was suitable, as this model shows a higher modified $R^2$. In the $b^*$ column, it can be seen that the highest absolute value of beta is achieved in the case of depreciation, which means that depreciation has the biggest effect on revenues. It is a negative value (-1.326), that is, the inverse ratio, which means that the revenues (earnings) grow with decreasing depreciation. Column $b$ shows the shape of the model:

$$y = -452401.263612 + 1.268884x_2 + 0.992108x_3 - 1.477922x_4$$

Using the overall model test (F test), the following hypothesis was tested:

$H_0$: the model as a whole is insignificant
$H_1$: the explanatory variable “material” is significant

Since $p$ < 0.000 < 0.05 (alpha), $H_0$ is rejected, which means that material is a significant explanatory variable and needs to be included in the model.

Furthermore, the tests of significance of individual explanatory variables ($x_2$: material, $x_3$: personnel costs, $x_4$: depreciation) were performed.

For material $x_2$, the following hypothesis was tested:

$H_0$: the explanatory variable “material” is insignificant
$H_1$: the explanatory variable “material” is significant

Since the $p$-value 0.015 < 0.05, $H_0$ is rejected, which means that material is a significant explanatory variable and shall be included in the model.

For personnel costs $x_3$, the following hypothesis was tested:

$H_0$: the explanatory variable “personnel costs” is insignificant
$H_1$: the explanatory variable “personnel costs” is significant

Since the $p$-value 0.000 < 0.05, $H_0$ is rejected, which means that “personnel costs” is a significant variable and needs to be included in the model.

For depreciation $x_4$, the following hypothesis was tested:

$H_0$: the explanatory variable “depreciation” is insignificant
$H_1$: the explanatory variable “depreciation” is significant

Since the $p$-value 0.000 < 0.05, $H_0$ is rejected, which means that depreciation is a statistically significant explanatory variable and needs to be included in the model (see Table 2).
Table 2. Regression Summary for dependent variable (Model 2)

<table>
<thead>
<tr>
<th>Source: Authors</th>
</tr>
</thead>
</table>

| Source: Authors |

<table>
<thead>
<tr>
<th>N= 46</th>
<th>b*</th>
<th>Standard error of b*</th>
<th>b</th>
<th>Standard error of b</th>
<th>t(41)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>intersection</td>
<td>1452401,2636</td>
<td>914190</td>
<td>-0,4948</td>
<td>0,01529</td>
<td></td>
<td></td>
</tr>
<tr>
<td>materials</td>
<td>0,3285</td>
<td>0,12990</td>
<td>1,26888</td>
<td>0,5</td>
<td>2,5288</td>
<td>0,00000</td>
</tr>
<tr>
<td>personnel costs</td>
<td>1,2396</td>
<td>0,19463</td>
<td>0,9210</td>
<td>0,2</td>
<td>6,3688</td>
<td>0,00000</td>
</tr>
<tr>
<td>depreciation of tangible fixed assets and intangible fixed assets</td>
<td>-1,3254</td>
<td>0,21437</td>
<td>-1,47792</td>
<td>0,2</td>
<td>-6,1878</td>
<td>0,00000</td>
</tr>
</tbody>
</table>

Figure 3 shows the normal probability plot of residuals. This graph serves to verify whether the residuals show normal distribution. The points should be located as close to the red line as possible, which is achieved in this case.

Figure 4 shows a distribution histogram. The shape of the histogram should be similar to the Gaussian curve (red curve = normal distribution).
Discussion – Evaluation, research questions

**RQ1:** What are the value drivers of agricultural companies?

Within the first research question, the selected value drivers of agricultural companies were *land, material, personnel costs and depreciation of fixed tangible and intangible assets*. These value drivers were verified on the basis of multiple regression analysis. It was concluded that *land* should be removed (for more details, see RQ2).

When using the Cobb-Douglas production function, Elita et al. (2019) selected the acreage of agricultural land, the quantity of work, seed and fertilizers as value drivers. They determined the relationship between these inputs and outputs in the form of rice and corn production. Shkuratov et al (2020) used correlation and regression analysis and selected the acreage of used agricultural land as a value driver, estimating the volume of gross agricultural output in relation to this value driver. Tiamme et al. (2019) selected agricultural land, labor, and capital as value drivers. They were used for the Cobb-Douglas production function, where the authors found that the size of these inputs influences the return to scale. Pechrová Simpachová and Simpacha (2019) selected material, capital, number of employees and acreage of agricultural land as value drivers when using the Cobb-Douglas production function. The authors concluded that sales are directly dependent on these value drivers. According to Pechrová Simpachová & Simpacha (2020), value drivers include material, energy, fixed asset, the number of employees, and the acreage of agricultural land. Land and labor were selected as value drivers by Onofri et al. (2019).

**RQ2:** What is the relationship of value drivers and profit generators in agricultural companies?

When dealing with the second research question, value drivers (*land, material, personnel costs and depreciation of fixed tangible and intangible asset*) were compared and their relation to profit – earnings were analyzed using multiple regression analysis. In the first model, it was found that the changes in *earnings* are 51.51 % influenced by *land, material, personnel costs and depreciation*. However, further analysis showed that *land* is an insignificant variable and needs to be removed from the model due to the zero values of *land* of companies listed in Annex 5. In the second model, the *land* variable was not considered. It was concluded that the changes in *earnings* are 51.44 % determined by *material, personnel costs and depreciation*. 
For comparison, it can be stated that Pechrová Simpachová & Simpach (2019) monitored the agricultural production in the form of sales in dependence on the consumption of material, capital, the number of employees, and the acreage of agricultural land. Instead of regression analysis, the authors used the Cobb-Douglas function and concluded that sales were most influenced by the consumption of material; the number of employees and the acreage of agricultural land had a smaller effect. Vasylyeva (2021) used a modified Cobb-Douglas production function describing how human capital acts on gross value added and gross production. The parameters of the production function were verified by means of correlation and regression analysis. The author concluded that by using higher labor potential and higher capital investments, it is possible to achieve better, yet unspecified agricultural outputs. Therefore, our data cannot be compared with the findings of this author.

**Conclusions**

The goal of the paper was to derive the production function of production factors of companies operating in the agricultural sector of the CR, to determine the value drivers and their relationship to the profit generators. The selected method was multiple regression analysis, while the determined variables were land, material, personnel costs, depreciation of fixed intangible and tangible asset, and earnings for the current accounting period.

The authors used multiple regression analysis to assess the relationship of the variables and profit. In the first model, it was concluded that earnings are 51.52 % determined by land, material, personnel costs and depreciation of fixed tangible and intangible assets. Since 17 companies out of 46 showed zero values of land, it was considered an insignificant variable and was removed from the model. In the simplified model, it was found that the changes in earnings are 51.44 % determined by material, personnel costs and depreciation. The results indicate that correct setting of production factors positively affects the profit of agricultural companies. In our case, material, personnel costs, and depreciation of fixed tangible and intangible assets contribute 51.44 % to the generation of profit.

Agricultural companies are thus recommended to focus their attention primarily on three out of the four production factors when striving for streamlining their activities. The main benefit of this study is the finding that land as such has probably the same value when held by any company. This can be explained by the fact that agricultural companies quite correctly choose suitable types of plans for all types of soil and soil quality. Therefore, this production factor practically does not play any role in a possible success or failure of an agricultural company. In contrast, the other three assessed production factors play an important role in corporate decision-making. Specifically, these are material, labor, and fixed assets. This is confirmed by the results of regression analysis. However, the truth is that simply increasing the volume of these production factors is not sufficient. What is essential is to maintain an effective ratio of these three production factors’ combination. This combination is determined by the parameters (weights) of the regression curve of the second model. Agricultural companies should thus continue to care for land but at the same time, they must be aware of the fact that success depends on the aforementioned combination of material, human labor, and fixed assets. This will allow agricultural companies to set the ratio of these production factors so that they could succeed in the market and generate profit, which will then be used to achieve the main goal of the company – the growth of the value for the owners.

The goal of the paper was thus achieved. However, potential limitations of the research shall be pointed out. The limitation is definitely the dataset. The research was conducted on a limited number of agricultural companies. Furthermore, it can be stated that the ratio of controlled production factors will be different for a micro-enterprise or a large enterprise. The question also is whether the research included all production factors decisively participating in profit generation. The research considered properly the countable value drivers; however, there is a question of whether unquantifiable value generators should have been considered as well. This of course suggests a possible future direction of the research. It is not necessary to examine the level of the influence but
just the existence and the nature of the value driver should be dealt with. This is naturally given by the fact that agriculture is a very specific sector. On the one hand, it is a strategic industry of each state and as such, it receives great support. On the other hand, it is highly dependent on exogenous factors, such as the weather.
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